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ABSTRACT  

 

 

 

 

 

  
 
Artificial intelligence and conversational agents have become increasingly 
important in recent years due to technological progress. Chatbots  
are attracting growing interest, especially in companies. The IA Institute is also 
dealing with the subject of chatbots and examines products of various customers, 
in order to improve the student services by introducing them. Therefore, this 
study investigates the suitability of an open source chatbots solution of the 
manufacturer Rasa Technologies GmbH for the service provision of the company 
in the areas of Student Services and Admissions Services.  
  

By reading scientific reports, reference books, and the manufacturer's technical 
documentation, knowledge was acquired which served to understand methodical 
procedures and to apply them correctly. This included collecting and recording 
training data for the models, developing and training a chatbot prototype and 
implementing it into an existing test environment.  
  

The most important finding was that a chatbot's responses reflected the training 
it had received. The quality of the collected data, as well as its amount, are again 
the prerequisite for good training.  
  

The investigations showed that Rasa's open source product can be considered as a 
chatbot solution for frequently asked questions. The installation, training, and 
implementation in an existing environment was feasible and the answers to the 
questions worked quite well. If the chatbot should be able to manage longer 
conversational flows, it needs a correspondingly higher training effort, which 
grows with the increasing amount of training data.   
  

Keywords: Artificial Intelligence, Chatbot, Machine Learning, NLP, Rasa   
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INTRODUCTION  
 

Along with Blockchain and Internet of Things (IoT), Artificial Intelligence (AI) 

has been one of the most interesting trends in the world of Information 

Technology (IT) for the past two years. Especially, AI and machine learning 

have reached a critical point and, according to Gartner Inc. (2016), they will 

increasingly complement and extend virtually any technology-based 

service, application or thing. They are already being used in various areas 

today and there are many indications that their field of application will 

expand in the future. (Panetta, 2016, 2017, 2018)  

  

Gartner’s trends also include AI-based conversation systems and platforms 

that range from simple informal, bidirectional text and voice conversations 

to more complex interactions. An example of such conversation systems are 

chatbots. Since the initial attempts of ELIZA and ALICE, which are 

considered to be the ancestors of the chatbots known today, many 

intelligent bots have been developed and used for a wide variety of 

applications. In addition to the various ways in which chatbots can be used, 

companies have discovered the benefits of using them, especially in the 

area of process optimization. The AI Institute should also benefit from some 

of these advantages, which is why this thesis is tackled. (Klopfenstein, 

Malatini, & Bogliolo, 2017, pp. 556–557; Mornhinweg, 2018; Panetta, 2016, 

2017, 2018; Sahin, Relieu, & Francillon, 2017)  

  

The aim of the thesis is to investigate the suitability of an open source 

chatbot solution from the manufacturer Rasa Technologies GmbH for the 

service provision of The AI Institute in the field of Student Services and 

Admissions Services. The target group of the product to be investigated 

consists initially of international students, and locals who want to do their 

studies in a short period of times. In order to ensure a qualitative 

implementation of this research, answers to five research questions are 

determined with the help of external theory and self-applied practice.   
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This thesis deals with the following research questions:  

- How can the chatbot be taught for the use in The AI Institute?   

- How good are the answers of the chatbot to the questions asked by 

the user?   

- Under what circumstances can the chatbot be set up in an existing 

environment?   

- How are the chatbot answers related to the information provided by 

The AI Institute on their website?   

- How can the administrative effort be reduced by the chatbot 

operation?   
 

 

ARTIFICIAL INTELLIGENCE AND CHATBOTS  
 

In this chapter, the theoretical basic knowledge relevant for the present 

thesis is explained by research of literature. In the beginning, an overview 

of the topic AI, its history and its subareas is given. This is followed by a 

theoretical introduction to the topic of chatbots.   

Artificial Intelligence  

Artificial intelligence (AI), is the ability of a digital computer or computer-

controlled robot to perform tasks commonly associated with intelligent 

beings. A milestone for the definition of the intelligence of machines, 

however, has been the Turing Test since 1950, also known as imitation 

game. Turing considered that a machine could be described as intelligent if 

an average interviewer when asking questions to a machine that is not 

visible to him and a person that is not visible to him, could not tell from the 

answers received which of the two interviewees is the machine and which 

is the person. After a few adjustments to the imitation game and the 

detections of another variant of the game, Turing was convinced that 

computers could be programmed to play the imitation game successfully, 

provided that they had sufficient computing speed and memory capacity. 

Turing explained that a machine or a computer would be considered 

intelligent if it were able to imitate a person’s ability to communicate in 

natural language. The prerequisite for this would be to ensure permanent 

and trial-independent deception. Since the ability to deal with natural 

language is closely linked to thinking and intelligence, the imitation game 



3  

  

finally became the intelligence test, the so-called Turing Test. Turing’s 

assessments led to contradictions from many different directions. However, 

the discussion about the Turing Test has not been torn down since its 

publication in 1950. While some see the starting point of the AI in the Turing 

Test, others regard it as misleading and completely inadequate as an 

intelligence test. 50 years after Turing, there is still no agreement in AI 

research on the validity of the Turing Test, but it seems to serve the 

developers of chatbots as a significant orientation. (A. Braun, 2003, p. 22; 

Döbel et al., 2018, p. 44; Storp, 2002, pp. 6–7; Turing, 1950; Turkle, 1995, 

pp. 85–86)  

  

The Turing Test was never realized in its original form. Instead, the Loebner 

Contest was founded in 1990 by Hugh Loebner due to the emergence of 

more powerful computers, which made practical testing possible. The aim 

of the annual contest is to pass a series of tasks of a modified Turing Tests. 

Chatbot solutions that pass this test receive a gold medal and prize money 

of 100,000 US dollars. Bronze medals and 2,000 US dollars are also awarded 

for the most human-like program. So far only bronze medals have been 

awarded. (Storp, 2002, pp. 7–9)  

  

Figure 1 shows eight definitions of AI, which are laid out along two 

dimensions. The definitions on the bottom are concerned with behavior, 

whereas the ones on the top address thought processes and reasoning. The 

definitions on the right measure against an ideal measure of performance, 

called rationality. A system is called rational if it does the right thing based 

on what it knows. (Russell & Norvig, 2010, p. 1) “The definitions on the left 

measure success in terms of fidelity to human performance” (Russell & 

Norvig, 2010, p. 1).  
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Figura 1 Definitions of Artificial Intelligence, organized in four categories (Russell & Norvig, 
2010, p. 1) 

  

Historically, each of the four AI approaches shown in the figure has been 

followed by different people using different methods. A rationalistic 

approach consists of a combination of mathematics and engineering. A 

human-centered approach has to consist in part of empirical science that 

includes hypotheses and observations about human behavior. The groups, 

with their different approaches, have helped and denigrated each other. 

(Russell & Norvig, 2010, pp. 1–2)  So when one dives into them, the 

techniques used in AI are just advanced forms of mathematical and 

statistical models. All these cleverly designed models provide tools for 

computing tasks that were previously reserved for humans. (van Duin & 

Bakhshi, 2018, p. 15)  
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Types of Artificial Intelligence  

AI can be classified into three types according to its level of autonomy. 

(Scherk, Pöchhacker-Tröscher, & Wagner, 2017, p. 20) 

The term Artificial Narrow Intelligence (ANI), also known as weak AI, refers 

to the most limited form of AI and the current state of the art. ANI can 

perform specific tasks with a combination of machine learning, complex 

algorithms, and numerous other techniques depending on the application 

area. This AI is called narrow because it is only able to perform a task within 

its specific purpose. When interacting with people, ANI often uses Natural 

Language Processing (NLP) techniques. ANI relies on machine learning 

algorithms that require huge data sets and adaptation of our actual world 

to understand them. Current ANI systems can only perform their tasks 

because the human’s natural environment was already adapted for them 

by humans. The innovations around ANI for the next 25 years are limited to 

the execution of certain tasks or a defined group of specific tasks. (Deloitte 

Touche Tohmatsu Limited, 2016, pp. 2, 4)  

The term Artificial General Intelligence (AGI), also known as human-level AI 

or strong AI, describes a level of AI that would be able to perform any task 

according to a human standard. When the time of the AGI will be reached 

is still unclear and is debated. However, most specialists in the field of AI 

are of the opinion that this will be around the year 2040. To reach the AI 

level AGI, hardware comparable to the human brain is needed that can 

perform about ten billion calculations per second with only 20 watts of 

power. Such a computer already exists in Chinese Tianhe-2, which can 

perform 34 quadrillion calculations per second. But Tianhe-2 is clearly not 

suitable for the consumer market due to its size of 720 square meters, its 

cost of 390 million US dollars and its total power of 24 megawatts. This 

shows, however, that the hardware is not the biggest problem in the 

development of an AGI, but the difficulties lie much more in the area of 

software. The challenge is to develop a software that is as advanced as a 

humans mind. At present, such software does not exist, but the majority of 

computer scientists assume that the most promising method for 

programming an AI is to program an AI that can change itself by writing its 

own codes. This would allow it to continually improve, become more 

intelligent and build on its own intelligence. (Deloitte Touche Tohmatsu 

Limited, 2016, pp. 2–4) . 
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When talking about Artificial Super Intelligence (ASI), it means an AI that is 

a level higher than AGI and much more advanced than human intelligence. 

Because of the law of accelerating returns, ASI could potentially be realized 

in few days after AGI is achieved. Consequences of the development of ASI 

are so far unknown. The level of intelligence that ASI would have would be 

4 billion times more intelligent than the most intelligent human being. It is 

therefore not possible to predict what the effects of such a technological 

lead will be. A cure for cancer, human mortality, eternal timelessness or the 

extinction of mankind are possible events that could happen. While Stephen 

Hawking associates such a development with the end of mankind, Ray 

Kurzweil thinks that it would be possible to introduce a human-AI synthesis 

with it. Although this may sound a little absurd, the impact of the ANI in 

2016 on the labor force can be seen. It is even estimated that half of the 

jobs in 2050 will be managed by AI. (Deloitte Touche Tohmatsu Limited, 

2016, p. 3) . 

 

History of Artificial Intelligence  

What is known today as AI has its origin in the 1940s through Warren 

McCulloch and Walter Pitt, who investigated the theory of artificial neural 

networks. They showed that any computable function can be calculated 

using a network consisting of connected neurons (Döbel et al., 2018, p. 9; 

Russell & Norvig, 2010, p. 16).  In 1956, ten US researchers, employed by 

IBM, the Massachusetts Institute of Technology, Princeton University, and 

other institutions sat together to conduct a planned 2-month workshop on 

automata theory, artificial neural networks, and intelligence for a study on 

AI. The workshop which took place at Dartmouth College did not bring any 

new breakthroughs in AI, but it did ensure that the most important figures 

now know each other. (Russell & Norvig, 2010, pp. 17–18). Between 1952 

and 1969, the work of various AI researchers flourished, but only to a 

limited extent. Although it was initially thought that computers and their 

programs were capable of many things, it soon became clear that they were 

only arithmetical in nature. Although many different approaches and AI 

programs were developed, such as the various programs by Arthur Samuel, 

which dealt with playing checkers, the intellectual establishment gradually 

realized that a machine could not do many things. Therefore, the statement 

“a machine can never do X” became well known and regularly 

supplemented with new terms for X. (Russell & Norvig, 2010, pp. 18–20) 
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The examples listed for X by Turing are “Be kind, resourceful, beautiful, 

friendly, have initiative, have a sense of humor, tell right from wrong, make 

mistakes, fall in love, enjoy strawberries and cream …” (Russell & Norvig, 

2010, p. 1021).   

Between 1966 and 1973, the AI world and the AI systems struggled with 

three difficulties due to exaggerated predictions of their progress. The first 

type of difficulty was that most early programs knew nothing of the subject 

they were working on. For example, translations that can only be done by 

syntactic manipulations. The fact is, however, that accurate translation 

needs background knowledge to solve ambiguities and determine the 

sentence’s content. The second type of difficulty was the persistence of 

many problems that the AI tried to solve. Problems were solved by most 

early AI programs by trying different step combinations until the solution 

was found. This strategy initially only worked because microworlds had very 

few objects. So there were very short solution sequences and very few 

possible actions. The third difficulty resulted from some basic limitations of 

the fundamental structures used to create intelligent behavior. (Russell & 

Norvig, 2010, pp. 20–22)  

  

After no real success for a long time, it was only in the 1980s that AI was 

given a place in the industry due to the introduction of expert systems and 

the humanoid robotics. The AI industry was booming. From several millions 

of dollars in 1980 to billions of dollars in 1988. There were hundreds of 

companies that developed robots, expert systems, vision systems, and 

hardware and software at that time. Shortly thereafter the second so-called 

AI winter occurred, whereupon it became calmer again. (Döbel et al., 2018, 

pp. 9–10; Russell & Norvig, 2010, p. 24)  

  

After the research on artificial neural networks stagnated in the period from 

1974 to 1980 due to too slow computers, it gained a foothold in science 

again in 1986. The reason for the return of artificial neural networks was 

the reinvention of the back-propagation learning algorithm found by Bryson 

and Ho in 1969. This remained so until 1995, but from then on learning 

methods such as support vector machines turned out to be manageable for 

practical applications. (Döbel et al., 2018, pp. 9–10; Russell & Norvig, 2010, 

pp. 24–25)  
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In 1996 IBM developed the Deep Blue, which won against the chess world 

champion Kasparov with the help of AI. Around the turn of the millennium, 

advances in computer technologies and the emergence of Big Data made it 

possible to learn very complex, so-called deep artificial neural networks. 

This was the beginning of the success of today’s AI. This was followed by 

further developments such as the IBM Watson or the Alpha Go, which won 

against humans in complex games. (Döbel et al., 2018, pp. 9–10)  
 

Machine learning  

Machine learning is in computer science one of the fastest growing areas 

with applications that are far-reaching. As an area of AI, machine learning 

aims to create “knowledge” from “experience” by using learning algorithms 

that develop a complex model using examples. This generated model and 

the automatically acquired knowledge representation can then be applied 

to new and potentially unknown data of the same type. Machine learning 

can be used in areas where processes are too complicated for an analytical 

description, but there is a sufficient amount of example data available. With 

the models learned, decisions and recommendations can be generated or 

predictions can be made. The powerful performance of machine learning-

based systems is no indication that the machine being executed has any 

awareness or understanding of what data it is processing, for what reason 

it is doing this, in what context, or what meaning the data has. (Döbel et al., 

2018, p. 8; Shalev-Shwartz & Ben-David, 2014, p. 3; Wrobel, Joachims, & 

Morik, 2013, p. 405) Compared to classical programming, machine learning 

poses different challenges. In principle, the rule is that with a larger amount 

of training data the learning algorithm receives, much better models can be 

created and its error rate can be reduced. The challenge now is to keep the 

model generic enough to work equally well with new data that differs from 

the training data and did not occur during the training phase. In addition, 

the models should show a certain robustness, so that similar inputs also 

deliver similar results. The quality of the generated model depends on the 

quality of the training data. If the algorithm is trained with too many wrong 

examples, it cannot learn the correct answer. It can also be possible that 

when using unrepresentative training data, the outputs of the learning 

algorithm for new types of inputs are subject to greater uncertainty. There 

are also models that, in addition to their output, also provide estimates of 

how reasoned each output is. (Döbel et al., 2018, pp. 11–12)  
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Depending on the intended use, there are less or more suitable learning 

styles for machine learning methods. A machine learning method is a 

procedure that can be realized by several concrete learning algorithms. The 

learning styles are distinguished from each other by additional information 

and the learning tasks that are possible as a result. The most important 

learning styles include supervised learning, unsupervised learning and 

reinforcement learning.  

Supervised learning works with so called labels. These are the correct 

answers to the example data, which must be provided. This usually results 

in more work for data preparation. But it is necessary for the classification 

of objects and the prediction or estimation of values.  

Unsupervised learning has no labels and no feedback, only raw example 

data to discover basic patterns. For example, by finding simplifying 

descriptions of the entire set of examples. In this way, data can be divided 

into clusters or different groups, or the number of characteristics can be 

reduced.  

In reinforcement learning, the learning algorithms and machines receive 

feedback from their interactions with the environment. This allows future 

actions to be improved and errors to be reduced. Such a kind of learning is 

often found in robotics. An example of this would be learning the best 

gripping movement for objects. (Döbel et al., 2018, pp. 10, 43, 45, 46)  

Areas of application of machine learning-based scientific publications, 

patent applications or public research projects are image and video analysis, 

audio processing, text and speech processing, signal processing and 

heterogeneous data. Image and video analysis is the processing of visual 

data that enables a machine to perceive and identify scenes, activities, and 

objects in the environment. Text and language processing includes methods 

and techniques that enable computer systems to interpret and produce 

natural language in word and writing, also known as NLP. (Döbel et al., 2018, 

pp. 13, 22–23)  

Due to the development of a machine learning based chatbot, the field of 

application of this work is word processing and the learning style is 

supervised learning.  
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Artificial neural network  

Artificial neural networks are models of machine learning. These networks, 

which are inspired by aspects of the human brain, consist of many layers of 

nodes realized in software, which are called artificial neurons. These 

artificial neurons are interconnected and have numerical values that are 

regarded as weights on these connections. To train such an artificial neural 

network, the weights of the neuron connections are changed by a learning 

algorithm until the results are good enough for the task. (Döbel et al., 2018, 

p. 44)  

Artificial neural networks attempt to simulate the central nervous system 

processes of higher organisms by simulating the behavior of individual 

neurons and their interaction with each other using special software. In 

contrast to the classical static calculation methods, artificial neural 

networks have a learning ability. More precisely, this means that an artificial 

neural network has no information at the beginning. This information is only 

extracted through the application of a certain number of known examples. 

Ideally, an artificial neural network practiced through repeated training can 

generalize. This means changing the connections within the neural network 

in such a way as to ensure that the artificial neural network correctly 

classifies unknown data according to the learned rules. When data is 

incomplete or disturbed, artificial neural networks are not very sensitive. 

They have also shown in various areas that they are suitable for modeling 

complex time-dependent systems and predicting events. (Traeger et al., 

2003, p. 1057)  

There are many types of artificial neural networks. However, they can all be 

defined by three peculiarities. According to Traeger et al. (2003, p. 1055), 

Lawrence (1992), Zell (1996), these are the individual neurons, their 

connections, which together with the neurons form the architecture, and 

the learning rule within the network. (Traeger et al., 2003, p. 1055)  

The neurons, which can be described at a certain point in time by their 

activation state, form the basic building blocks of an artificial neural 

network. The activation function in the neuron determines what the new 

state will be like. This, in turn, results from the currently incoming new 

information and the already existing activation. The output function 

determines whether an activation of the neuron takes place based on the 

summed stimuli. The connections between the neurons vary in strength and 

are called weights. The sum of the inputs to a neuron is formed from the 
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outputs of the preceding neurons and the respective connection weights 

and results in the activation function. If a certain threshold value is 

exceeded, the neuron, in turn, transmits a signal. Activation functions 

manage the behavior of the neuron and ensure that if the excitation of the 

neuron is low, the neuron will not discharge. In the same way, it also triggers 

the activity of a neuron as soon as a critical limit is exceeded by an increase 

in input. Figure 2 shows the schematic view of an artificial neuron within an 

artificial neural network. (Traeger et al., 2003, pp. 1055–1056)  

 

   

Figura 2  Schematic view of an artificial neuron within an artificial neural network (Castrounis 
Alex, 2016; Traeger et al., 2003, p. 1056) 

 

 

The input of the neuron corresponds to the information flow and the output 

of the signal forwarding. The incoming pulses are summed up inside the 

neuron. The activation function determines from which threshold value an 

output is to take place. The neuron B shown in figure 2 receives the value 

2.0 as input, from the output of the neuron A2, which is then multiplied by 

the weight 0.62. The discharge of neuron B to neurons C1 and C2 only takes 

place when the sum of the inputs in neuron B reaches the threshold value 

of the activity function. The values and weights within the figure are only 

examples. (Traeger et al., 2003, p. 1056)  

Artificial neural networks consist of numerous artificial neurons and their 

connections. There are three different types of neurons. First, there are the 

input neurons, which receive external stimuli or variables that are to be 

processed. The second type are the output neurons, which represent the 

results. The third type of neurons are the hidden neurons. These are hidden 

between the input and output neurons and receive impulses, process them 



12  

  

and finally pass them on. In most cases, the number of input neurons 

corresponds to the number of input variables. The information of the 

neurons from the input layer is forwarded at least to one hidden layer.  

Neurons of one layer are structurally linked to each neuron of the next layer. 

A connection between the neurons can be functionally interrupted. This is 

the case, for example, if the weighting of a connection is exactly zero. 

Depending on the problem to be solved, the number of layers and neurons 

in the artificial neural networks varies. The challenge is to define the 

number large enough so that tolerable results can be achieved but not too 

large so that the ability to generalize is not impaired. So far, there is no 

deterministic approach to define an optimal network structure for neural 

networks. Thus, in practice, several network topologies must always be 

tested for their functionality. Traeger et al. (2003, p. 1057), Lawrence (1992) 

mentioned a rule of thumb which says that the number of hidden neurons 

should be half the sum of output and input neurons to achieve good 

performance. Figure 3 shows the schematic view of an artificial neural 

network. (Traeger et al., 2003, pp. 1056–1057)  

  

 

Figura 3 Schematic view of an artificial neural network (Khademi & Jamal, 2016, p. 3; Sayadi, 
Monjezi, Talebi, & Khandelwal, 2013, p. 320) 
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Artificial neural networks try to find a weighting matrix with learning rules, 

in which the desired result is realized with a tolerable error. Neural 

networks learn by modifying the connection weights in the frame of the 

repeated presentation of different sample patterns. The goal of the training 

process is to successively minimize errors between the expected output and 

actual output. According to Traeger et al. (2003, p. 1057), Zell (1996), the 

mean square error is usually used as a measure for the total error of the 

neuron matrix. (Traeger et al., 2003, p. 1057)  

Training neural networks is not always without problems. If the 

generalization error is checked during training with an independent test set 

of training data, it will reach a minimum sooner or later. While the error for 

the training quantity decreases, the error for the independent cases usually 

increases. This effect is called overfitting and occurs when a too small 

training data set is learned too precisely. The result works so well during the 

training because the individual patterns are learned exactly. However, if 

unknown data is used then, only unqualified results are obtained. This is 

due to the fact that the artificial neural network did not generalize, but only 

remembered the previous patterns. The test data set must, therefore, be 

large enough. Experience shows that at least ten times as many training 

examples as connections in the network should be available. To identify 

overfitting, it is recommended that the neural network is regularly checked 

with the validation data set during training. According to Traeger et al. 

(2003, p. 1059), Zell (1996), this allows training to be completed with 

optimal results. In addition to the problem of overfitting, there is also the 

problem of an overlong training period. Traeger et al. (2003, p. 1059), 

Lawrence (1992) also mentioned that, when neurons are added, the 

training duration increases in the third power. For this reason, the number 

of input variables should be reduced to a reasonable level by preselecting 

them. (Traeger et al., 2003, pp. 1058– 1059)  

 

Natural Language Processing  

Natural Language Processing (NLP) is a subfield of AI and a computer-based 

approach which deals with text analysis based on a number of theories and 

technologies. This includes all techniques that enable computer systems to 

interpret and produce natural language in word and writing. Human speech 

input is processed by algorithms and converted into machine-like 

representations. This includes the recognition of spoken language, 
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automated writing of texts in highly formalized areas such as financial or 

sports news, analysis of sound quality and mood in texts, conducting 

conversations and dialogues as well as machine translation. The great 

challenge here is semantic interpretation. (Döbel et al., 2018, p. 13; Liddy, 

2001, p. 1; Rao & Verweij, 2017, p. 26)  

Due to the large amount of text data, NLP is gaining in importance in today’s 

world. With NLP, machines can analyze more language-based data than 

people do, in a consistent way and without maturity. Given the huge 

amount of unstructured data which is generated every day, from social 

media to medical records, automation is critical to an efficient analysis of 

text and speech data. NLP also serves to structure this highly unstructured 

data source, the complex and diverse human language. Supervised and 

unsupervised learning are widely used today to model human language. 

However, there is also a need for semantic and syntactic understanding and 

expertise. This is not available in these approaches of machine learning. NLP 

is important for this reason because it helps to eliminate ambiguities in the 

language. It also gives the data a useful numerical structure for many 

downstream applications such as text analysis or speech recognition. (SAS 

Institute Inc., 2019)  

  

NLP involves a lot of different techniques for interpreting human language. 

These range from machine and statistical learning methods to algorithmic 

and rule-based approaches. A broad range of approaches is required. This 

is due to the enormous differences in the text-based and language-based 

data, as well as differences in the practical applications. The basic tasks of 

NLP include Part-of-Speech (POS) tagging, lemmatization/stemming, 

tokenization and parsing, identification of semantic relationships and 

language detection. NLP tasks break language down into shorter, 

elementary parts, try to understand the relationship between them, and 

investigate the interaction of the parts to create meaning. In higher-level 

NLP functions, underlying tasks such as machine translation, content 

categorization, document summarization, contextual extraction or 

sentiment analysis are used. The overriding goal is to take over the raw 

language input and to transform or enrich the text with the help of 

linguistics and algorithms in such a way that it delivers a higher value. To 

give an example of how NLP works, four important techniques are explained 

in more detail. For the example, the sentence “John hit the can” is 

considered. (SAS Institute Inc., 2019; van Duin & Bakhshi, 2018, p. 14)  
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The lexical analysis is one of the first steps of NLP. To do this, a technique 

known as POS tagging is used. When using POS, each word gets a tag that 

corresponds to a category of words with grammatical similarities. However, 

not only words but also whole sentences and paragraphs are tagged. POS is 

primarily performed with statistical models. These statistical models 

provide probabilistic results instead of hard if-then rules, which is why they 

are better able to process unknown text. In addition, they can handle the 

possibility of getting several possible answers instead of just one. (van Duin 

& Bakhshi, 2018, p. 14)  

  

For tagging, a technique known as Hidden Markov Model (HMM) is often 

used. According to van Duin and Bakhshi (2018, p. 15), “an HMM is similar 

to the Markov Decision Process, where each state is a part of speech and 

the outcome of the process is the words of the sentence”. HMM’s are able 

to remember word sequences that have occurred before. This helps the 

HMM to estimate which POS a word is. Thus, for example, the word “can” 

in “the can” is classified as a noun rather than a verb. The final result then 

looks like this: “John” is tagged as noun (N), “hit” is tagged as verb (V), “the” 

is tagged as determiner (D) and “can” is tagged as noun (N). (van Duin & 

Bakhshi, 2018, pp. 14–15)  

Similar to the POS tagging is also the technique Named Entity Recognition 

(NER). With NER, however, the words are tagged with the entity’s type that 

the word represents and not with the function they have. Examples of these 

entities are place, time, person, and company. Although NER can also use 

an HMM, the preferred technique is a Recurrent Neural Network, which is 

a different type of neural network. This neural network takes a number of 

words in a sentence or complete sentences as input. In addition, it 

remembers the previous sentence’s output. In the example sentence 

mentioned, John is recognized by the Recurrent Neural Network as the 

entity “person”. (van Duin & Bakhshi, 2018, p. 15)  

In the technique called Parsing, which is a syntactic analysis, the text is 

analyzed for the arrangement of words and grammar. From this way, the 

relationship of the words is clarified. According to van Duin and Bakhshi, 

this is achieved by using the POS tag from “the lexical analysis and then 

grouping these into small phrases, which in turn can also be combined with 

other phrases or words to make a slightly longer phrase” (van Duin & 

Bakhshi, 2018, p. 15). This is repeated until the goal of using each word in 

the sentence is achieved. The words can be grouped according to the rule 
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called the grammar. The rule can have a form such as this: D + N = NP. In 

full, it means: Determiner + Noun = Noun Phrase. The result is depicted in 

figure 4. (van Duin & Bakhshi, 2018, p. 15)  

  

  

Figura 4 Constituency structure after parsing a sentence (van Duin & Bakhshi, 2018, p. 15) 

  

The S in figure 4 stands for sentence and forms the start symbol. It is a 

nonterminal element and the root node of all, by the grammar described, 

legal trees. (Bird, Klein, & Loper, 2015; Elhadad, 2012; Gauthier, 2016)  

Natural Language Understanding  

Natural Language Understanding (NLU), a subsection of NLP that deals with 

machine reading comprehension, has gained popularity due to its potential 

in AI and cognitive applications. NLU goes beyond language’s structural 

understanding to interpret and classify intention, resolve word and context 

ambiguity, and create a well-formed human language for itself. NLU 

algorithms address the complex problem of semantic interpretation. This 

includes understanding the intended meaning of written or spoken 

language with all the conclusions, contexts and subtleties that people can 

understand. Figure 5 below shows the demarcation between NLP and NLU 

and their techniques. (Ovchinnikova, 2012, pp. 15–16; SAS Institute Inc., 

2019)  
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Figura 5 Demarcation between NLP and NLU (Olivier, 2017) 

  

A quote about NLU mentioned by Raj (2019, p. 30), but not further 

specified, is as follows: “A good rule of thumb is to use the term NLU to 

express a machine’s ability to understand the natural language in a form 

provided by humans“.  

With the emergence of NLU, conversational interfaces, especially chatbots 

as a very popular form of it, have attracted a lot of attention lately. Thanks 

to toolkits and NLU services, chatbots can now be created without much 

programming knowledge. (D. Braun, Hernandez-Mendez, Matthes, & 

Langen, 2017)  

 

Chatbots  
 

Chatbots, chatterbots, Q&A agents or even Lingubots are software agents 

that offer access to a knowledge base through communication via an 

interface in natural language and an example of the application of AI to 

language. They are therefore computer programs that interact with users 

in natural language. Chatbots can be partly personified, which means that 

they can be displayed on the screen as humans, mythical creatures or 

animals. However, they can also appear as pure text input boxes. (A. Braun, 

2003, p. 21; Geeb, 2007, p. 53; Shawar & Atwell, 2007, p. 29; van Duin & 

Bakhshi, 2018, p. 20)  

The chatbot technology began in the 1960s with the goal of seeing if such 

systems could deceive users into thinking they were real people. The 
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purpose of today’s chatbot systems is still the simulation of a human 

conversation, but with the aim to achieve economic advantages for 

companies and to increase the quality of service for customers. The 

following subchapters give an introduction to the topic of chatbots. (A. 

Braun, 2003, pp. 28–44, 97–109; Shawar & Atwell, 2007, p. 29)  
 

History of chatbots  

Inspired by the Turing Test (1950), engineers and researchers have 

developed several conversation systems for chitchat. These first chatbots 

are computer programs that conduct conversations with text or audio. Such 

programs were often developed to simulate convincingly how people would 

behave as conversation partners. (Shieber, 1994, pp. 70–78; Shum, He, & 

Li, 2018, p. n.d.)  

ELIZA is considered one of the first publicly known chatbots and was 

developed by Joseph Weizenbaum in 1966 at the Massachusetts Institute 

of Technology. Based on handmade scripts, it can communicate with 

people. These scripts, which simulate a Rogerian psychotherapist, can only 

accept textual input. It is not able to understand a conversation, it searches 

for suitable answers by means of pattern matching, combined with some 

intelligent phrasing. Due to limited knowledge, ELIZA can only chat with 

people within a restricted domain. Despite the limited range of knowledge, 

many users believed they were chatting with a real person when ELIZA first 

came out. (Shum et al., 2018, p. n.d.; Weizenbaum & Joseph, 1966, pp. 36–

38, 41–42)  

  

Parry was a chatbot developed by Kenneth Mark Colby (1975) in the early 

1970s, who passed the first Turing Test by imitating the behavior of a 

paranoid individual. Although Parry is more advanced than ELIZA, it has a 

similar structure and is also rule-based. Compared to ELIZA, Parry had a 

better controlling structure, better language comprehension, and a better 

mental model. This mental model could simulate the emotions of the bot. 

For example, when the anger level is high, Parry reacts with hostility. 

(Chatbots.org, n.d.; Shum et al., 2018, n.d.)  

Artificial Linguistic Internet Computer Entity also known as ALICE, was 

developed by Richard Wallce (2009). It is the first Artificial Intelligence 

Markup Language (AIML) based personality program that won the Loebner 

Prize in the category “the most human computer”. This prize is awarded at 
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the annual Turing Test competitions. ALICE won it in 2000, 2001 and 2004. 

AIML is a derivate of Extensible Markup Language (XML). The tags available 

in AIML allow bots to recursively call a Pattern Matcher to simplify the 

language. However, due to the constraints of AIML, the capacity of these 

AIML-based chatbots is limited. A reason why ALICE did not pass the 

ultimate Turing Test was that chitchat systems created with AIML cannot 

maintain the dialog over a long period of time. (Shum et al., 2018, n.d.)  
 

Current state of chatbots  

In 2011, there was a breakthrough when IBM Watson beat people in a well-

known American quiz show in a question-and-answer game. Recently came 

another breakthrough achieved by Google. They managed to give a chatbot 

a short-term memory that allowed the chatbot to mimic real conversations 

more realistically. (Döbel et al., 2018, p. 9; van Duin & Bakhshi, 2018, p. 20)  

  

According to various reports, conversation interfaces like chatbots have 

become increasingly important in recent years. This is due to various 

reasons. One of these reasons is the improvement of chatbot’s capabilities. 

Another one is the expectation for companies of customers which have 

changed due to the emergence and establishment of chat platforms in 

everyday life. It is therefore partly expected that companies will also move 

with the time and are attainable over written channels such as Messenger 

or chat. Figure 6 shows the chatbot trend over the last five years based on 

the web search term. (Klopfenstein et al., 2017, pp. 555, 557; Schulte, 

Zimmermann, & Müller, 2018, p. 395)  

 

  

  

Figura 6 Chatbot trends of the last five years based on web search term (Raj, 2019, p. 2) 
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Braun et al. (2017, p. 174) think that the rise of universal chat platforms 

such as Slack, Telegram or Facebook Messenger, the progress in machine 

learning, and NLU as a service are the reasons for the recent hype around 

chatbots.  

Looking at today’s state of affairs, the explosion of chatbots could indicate 

that they all have been successful and that there are agents that can interact 

like humans. But the use of general chatbots is proving disappointing 

because they don’t do what a user expects them to do. The narrow 

chatbots, however, do very well. The reason for the disappointing chatbot 

is the user’s hyped expectations of its functionality. Chatbots are expected 

to be able to answer anything without understanding that the chatbot’s job 

is to answer only relevant questions. Even people would not be able to 

answer questions that are not within their area of knowledge.  

The goal is to reach AGI. However, this does not mean that every chatbot 

that is created fulfills this goal. As long as the chatbot does its task, it should 

be satisfying. (Nimavat & Champaneria, 2017, p. 1022)  

Bots are therefore not yet as understanding and accurate as humans. But 

they are able to do basic work. If they get stuck in an activity, a human can 

still take control. These are reasons why chatbots are seen as a domain with 

great potential for customer acquisition and promotion. (Jain & Jain, 2017, 

pp. 277–280; Nimavat & Champaneria, 2017, p. 1019)  

 

 

Future of chatbots  

Shawar and Atwell have investigated various chatbot systems (2007, pp. 

35–45) and believe that they will not be suitable for every area in the future. 

While some chatbots have performed well in areas such as entertainment 

and e-commerce, others have performed poorly in the area of education. 

They believe that “the teacher is the backbone in the teaching process” and 

that technologies such as multimedia presentations, chatbots or computer 

algebra systems can serve as amplifiers, but cannot replace good guides 

(Shawar & Atwell, 2007, p. 45). Shawar and Atwell also mentioned that the 

overall goal of chatbot designers should be to develop tools that help 

people to make their work and interaction with natural language computers 

easier. It would be wrong, in their view, to completely replace the human 
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role or perfectly imitate human conversations. (Shawar & Atwell, 2007, pp. 

35–45)  

Based on Statista’s statistics (2017b, 2018), the future of chatbots looks 

positive. According to one of their statistics (2017b), the global chatbot 

market will be more than 6.5 times bigger in 2025 than it was in 2016. Figure 

7 shows the result of the survey carried out by Statista on the revenue 

generated of the global chatbot market. In 2016, this was valued at 190.8 

million US dollars worldwide. (Statista GmbH, 2017b)  

  

  

Figura 7 Size of the chatbot market worldwide, in 2016 and 2025 (Statista GmbH, 2017b) 

One year later, the market was reassessed and, based on this, a further 

statistic was published, in which it is evident that the size of the chatbot 

market will be even larger than had been assumed a year earlier. The results 

of Statista’s survey in Figure 8 show the global chatbot market in 2017 

compared to the forecast for market size in 2024. The global chatbot market 

was valued at nearly 370 million US dollars in 2017. Statista’s forecasts 

indicate that it will increase significantly in the next few years. (Statista 

GmbH, 2018)  
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Figura 8 Size of the chatbot market worldwide, in 2017 and 2024 (Statista GmbH, 2018) 

  

If Statista’s forecasts can be trusted, chatbots will, therefore, become more 

attractive for many in the near future. According to Klopfenstein et al. 

(2017, p. 564), chatbots will not replace the entire ecosystem of mobile 

applications in the near future. Nevertheless, special attention must be paid 

to the rise of bots as new software platforms that can provide services and 

data to users.  

 

Need for chatbots and their benefits for companies and users  

According to Raj (2019, p. 5), it is time for companies to treat chatbots as a 

marketing tool. The reasons given for this are accessibility, efficiency, 

availability, scalability, cost, and insights. A good argument for companies 

to use chatbots is that they generate revenue. As stated by Raj (2019, p. 6), 

companies that start with chatbot support or create a new chatbot to 

support customer requests are doing well on the market compared to their 

competition. For example, two months after the launch of its Facebook 

chatbot, a US floral and gourmet food gift retailer reported that more than 

70% of orders via its Messenger were new customers, which ultimately 

contributed to a significant increase in annual revenue. It can also be added 

that chatbots, using the latest machine learning and data science 

techniques, can give companies an exclusive insight into the behavior 

patterns of their consumers. In addition to making money, the use of 
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chatbots can also save costs. Here the scalability can be mentioned, for 

example. If a bot can do what a customer needs, it can handle hundreds of 

thousands of customer requests simultaneously and handle the same or 

new tasks with the same efficiency and performance every time. This means 

that employees can be used more efficiently. In addition, customers no 

longer have to wait until a customer representative becomes available. (Raj, 

2019, pp. 5–10)  

Considering the customer aspect, it can be said that customers as users 

prefer chatbots to other software systems for human-computer 

interactions. On the one hand, they are easily accessible and can be used 

immediately by the customer. On the other hand, they are available 24 

hours a day, seven days a week and can be used by customers from 

anywhere. In addition, it is not necessary to learn a formalized language in 

order to interact with a chatbot. Users can use the natural language within 

an interface that requires minimal learning effort. Bots do not have to be 

downloaded or installed but can be used immediately. Therefore no hard 

disk space is used, and no complex configuration by the user is required. 

New applications normally require registration and account creation to 

allow interaction with the service, while chatbots do not require user 

authentication. This saves chatbot users the long registration process of 

creating a user account or forgetting access credentials for the service. By 

default, the chatbot uniquely identifies users, so no additional passwords or 

accounts need to be created. (A. Braun, 2003, p. 28; Klopfenstein et al., 

2017, pp. 561–562; Raj, 2019, pp. 5–10)  
 

Terminologies used  

According to the founder of Tangowork Software Chris McGrath (2017), the 

three most important words when it comes to chatbots are intent, 

utterance, and entity. The user’s intention is called intent. For example, a 

user’s intention might be to retrieve a list of financial messages when the 

sentence “show me yesterday’s financial news” is sent. The names of 

intents often consist of a noun and a verb. Utterances are different forms 

of the same intention or question that a user can have. But utterances are 

used on the other side as well, by the chatbot itself in the form of answers. 

Intents can contain metadata that can modify an intention. These are called 

entities. In the example of listing the financial news, “yesterday” and 

“financial” are entities, because it could have been “today” instead of 
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“yesterday” and “sports” instead of “financial”. General entities can be used 

so that they can be used for all intents. Entities can be represented as a 

number, volume or quantity. Multiple entities can be used within one 

intent. Figure 9 is intended to illustrate the terms described above visually 

using the example sentence with the financial news. (McGrath, 2017; Raj, 

2019, p. 27; Treml, 2018c)  

  

Figura 9 Illustration of the three most important terms using a sentence (McGrath, 2017) 

  

Another term is the confidence score or confidence level. After each query 

of an intent classification for an utterance a confidence score is given, which 

states how confident the machine learning model just used is, when 

recognizing the intention. The confidence score can usually be improved by 

increasing the training data. The more utterances there are, the better the 

model and the higher the confidence level. A too high confidence level 

could be an indicator for overfitting. It is important to mention that the 

confidence level is not a meaningful statement of the probability that the 

prediction is correct. It is merely a model-defined metric that broadly 

describes how closely the input was similar to the training data. Table 1 lists 

examples of the confidence level of Microsoft's cloud-based Language 

Understanding Intelligent Service (LUIS). (Bansal, 2018; Microsoft 

Corporation, 2019; Raj, 2019, p. 28; Rasa Technologies GmbH, 2018d)  
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Table 1 Microsoft’s confidence level examples for the cloud-based solution LUIS (Microsoft 
Corporation, 2018) 

 

 Score value  Confidence  

1  definite match  

0.99  high confidence  

0.01  low confidence  

 0  definite failure to match  

  

Types of chatbots  

Chatbots can be classified into different types based on the knowledge they 

have or which they access, their level of interaction, their method of 

response generation or the goal they want to achieve. Figure 10 illustrates 

the classification of a chatbot according to the four parameters knowledge 

domain, service provided, goals and response generation method. (Nimavat 

& Champaneria, 2017, pp. 1019–1012)  

  

  

Figura 10 Classification of chatbots (Nimavat & Champaneria, 2017, p. 1020) 

 

  

If the chatbots are classified based on the knowledge they have or they 

access, they are divided into the classes open domain and closed domain. 
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Open domain bots can talk with the user about general topics and can 

answer the questions appropriately. Examples of open domain bots are 

Amazon’s Alexa or Apple’s Siri. In contrast, to open domain bots, closed 

domain bots are focused on a specific task and are only trained for this 

specific knowledge area and are much more common. Therefore, such bots 

may not be able to answer questions that are not part of their knowledge 

domain. A restaurant booking bot would be an example of a closed domain 

bot. This chatbot will therefore only be able to perform tasks such as table 

reservations or providing information about the restaurant. Questions that 

do not affect the knowledge area of the bot may be answered in the form 

of jokes or his mood. (Britz, 2016; Nimavat & Champaneria, 2017, p. 1019)   

If service provided is regarded as a classification parameter, chatbots have 

characteristics of one of the three types interpersonal, intrapersonal or 

inter-agent. In this case, the bots are classified based on proxemics. This 

does not mean the physical proximity to the user, but the sentimental 

proximity, the amount of intimate interaction with the user, and therefore 

the type of task the bot performs. Interpersonal chatbots are located in the 

proxemics chart at the social or personal distance range when it comes to 

communication. Examples of such chatbots are bots that offer services such 

as restaurant or flight bookings. These types of chatbots are not intended 

to be companions to the user but are used solely to receive and share 

information. Although they may have a personality, be friendly and 

remember the user, they are not obliged to do so. Intrapersonal chatbots 

are bots that exist within the user’s personal domain and therefore perform 

tasks from the user’s personal domain. Examples of such bots are chat apps 

such as Slack, Messenger, and WhatsApp. In contrast to the interpersonal 

bot, the intrapersonal bot is regarded as a companion of the user and 

understands him as a human does. These may not be dominant at the 

moment, but due to the improvement of NLU, they will soon prevail. When 

talking about inter-agent bots, it means two systems communicating with 

each other to perform a task, which is why it is reasonable that this type of 

bots will be widely used in IoT dominant areas. Since bots are becoming 

ubiquitous, any bots will need inter-bot communication capabilities, which 

will drive the need for protocols for inter-bot communication. An example 

of inter-agent communication is the integration of Amazon’s Alexa and 

Microsoft’s Cortana. (Nimavat & Champaneria, 2017, p. 1020)  

When it comes to the primary goal that a chatbot should fulfill, the chatbots 

can be classified into the three types information based, task based and 
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conversation based. Information based bots provide users with information 

that comes from a fixed source or was previously stored. They are usually 

information retrieval algorithm based and would either perform string 

matching or retrieve results from database queries. In most cases, the 

information sources are static such as frequently asked questions (FAQ) 

pages or warehouse databases with inventory entry. An example of 

information based bots are FAQ bots. Task based bots perform certain 

tasks, such as assisting in browsing a store or booking a flight. In most cases, 

the actions that contribute to the fulfillment of a task are predefined and 

the flow of events is defined as well. Examples of task based bots are 

restaurant booking bots. Conversation based bots talk to the user as people 

do to each other. Their goals are to respond correctly to the sentences they 

receive from the user and to continue the conversation with the user using 

techniques such as cross-questioning, deference and evasion. Examples of 

conversation based bots are Siri, Alexa, Jenny, Tay or Xaoice. (Neff & Nagy, 

2016, pp. 1–2; Nimavat & Champaneria, 2017, p. 1020)  

  

When classified according to the input processing and response generation 

method, chatbots can reflect one of three types of intelligent systems, rule-

based systems, and hybrid systems. The intelligent systems can generate 

answers and use NLU to understand the queries. These types of systems are 

used for narrow domains and when sufficient data is available for system 

training. Rule-based chatbot systems use pattern matching and can be used 

when the number of possible results is specified. These types of systems 

have proven to be rigid. Hybrid systems are a mix of machine learning and 

rules. An example of a hybrid system would be a bot that manages the 

conversation’s directions using a flowchart but provides answers that are 

generated using NLP. (Nimavat & Champaneria, 2017, p. 1020)  

 

 

Processing of a chatbot  

According to Bihade, Badhiye and Shelke, the functionality of chatbots is 

divided into the two areas “getting the intent of user message” and 

“generating the response”. The processing of messages begins with 

understanding the things the user is talking about. The intent classification 

module identifies the intended message of the user. Usually, it is a selection 
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from a set of predefined intents. More complex bots are able to identify 

multiple intents from only one message. The intent classification can use 

contextual information such as settings, user profiles, or previous message 

intentions, as needed. Structured bits of information can be extracted from 

the messages using an entity recognition module. For example, a weather 

bot could extract date and location from a message. (Bihade, Badhiye, & 

Shelke, n.d., p. 64)  

A candidate response generator performs all domain-specific calculations 

to handle the user request. It can call external Application Programming 

Interfaces (API), use different algorithms, or ask a human to help with the 

generation of the response. The output of these calculations is a set of 

responses that should be correct according to domain-specific logic and not 

just a collection of random responses. To support multi-message 

conversations, the response generator must use the entities, intent, and 

context of the conversation from the last message of the user. A response 

selector then evaluates all possible responses and returns the one that is 

most suitable for the user. (Bihade et al., n.d., p. 64)  

 

 
 

Training and testing  

When talking about training chatbots, the term essentially refers to creating 

a model that learns how to categorize new utterances from an existing set 

of defined intents, entities and utterances. The categorization is measured 

on the basis of a confidence score. (Raj, 2019, p. 28)  

According to Florian Treml, founder and chief executive officer of Botion 

GmbH (2019), a company dedicated to the training, testing and quality 

assurance of chatbots, “a well-designed chatbot is trained to recognize 

most common utterances”, which means that for each step in the 

conversational flow chart of a chatbot, various output and input utterances 

have to be considered. He mentioned that the coverage of statements for 

an agreement such as “yes” or a negation such as “no” with 12 different 

statements each may suffice, but is far from complete status. (Treml, 2018c)  

  

Treml mentioned that most chatbots are of poor quality because they either 

have little or poor training data or omit or neglect the training of the 

chatbot. “The difficulty and high effort comes from implementing a process 
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for training the bot, and that’s where lots of companies are failing” (Treml, 

2018a). Therefore, it can be said that chatbots are only as good as  

the training they receive. The training quality is in turn only as good as the 

training data it contains. The best data quality is ensured if it is determined 

in conversations with real customers and users. The price for this is a higher 

effort in collecting and evaluating the training data, which could take 

several months of effort until an appropriate amount has been collected. In 

addition, there is the training effort, which is very high from a certain 

number of training data, and never ends. Treml noted that the key to 

success lies in constantly training and monitoring the chatbot to make it 

smarter. This can be achieved either by planning regular training cycles that 

include new utterances and conversations from real users or by continuous 

training with human effort. (Treml, 2018a)  

Attention should be paid to overfitting. Otherwise, the created model does 

not generalize well from training data to new, unseen data. To detect 

overfitting, it is important to note that the training data is different from the 

test data. This is the only way to ensure that the model to be tested really 

delivers good results. Separating the training data from the test data, 

however, does not prevent the problem of overfitting. It is for identification 

purposes only. Overfitting can be avoided by various methods. Among 

others with the help of cross-validation, training with more data, early stop 

of the training process, regularization, which means to simplify the model, 

removing features or by ensembling multiple separate models. 

(EliteDataScience.com, 2019)  

Testing a chatbot can cover several areas. An essential part is the evaluation 

of the conversation to find out or evaluate how satisfactory or 

unsatisfactory the conversation between the user and the chatbot is 

(Chakrabarti & Luger, 2013, pp. 34–35; Russell-Rose, 2017).   

To answer these, metrics must be used appropriately. In a commercial 

environment, these can be key performance indicators (KPI) and business 

figures, but not all chatbots are used in such an environment. Additionally, 

the question arises how these metrics as part of a feedback loop can lead 

to iterative improvements. For example, different perspectives of the 

chatbot development can be considered in this case. The four perspectives 

information retrieval, user experience, linguistic perspective, and AI 

perspective are mentioned. Russell-Rose (2017) believes that while the 

information retrieval perspective provides the most basic approach to 
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quantitative valuation and the user experience perspective provides the 

qualitative valuation, none of these perspectives can provide a universal 

framework and a hybrid valuation scheme may be required instead. Since 

not all chatbots are the same, it is possible to narrow down the problem 

space and consider the dimensions in which they move. However, no final 

answer will be provided. Instead, it gives a basis that allows thinking about 

metrics and rating frameworks. (Russell-Rose, 2017)  

  

Muñoz-Romero, Ábalos and Martín (n.d., 2017) are of the opinion that for 

the evaluation of a chatbot, questions of the following seven categories 

should be considered, in order to test the specific functionalities of a 

chatbot and improve them accordingly: (1) Personality, (2) Onboarding,  (3) 

Answering, (4) Understanding, (5) Navigation, (6) Error management, (7) 

Intelligence. Table 2 shows the superordinate question of the respective 

category.  
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Table 2 The seven categories of chatbot’s design (Muñoz-Romero et al., n.d., 2017) 

 Category  Explanation  

Personality  

Does the chatbot have a clear voice 

and tone that fits with the users and 

with the ongoing conversation?  

Onboarding  

Do the users understand what the 

chatbot is about and how to interact 

with it from the very beginning?  

Answering  

What elements does the chatbot send 

and how well it is doing it? Are they 

relevant to the moment and context?  

Understanding  

Requests, smalltalk, idioms and 

emojis. What is the chatbot able to 

understand?  

Navigation  

How easy is it to go through the 

chatbot conversation? Does the user 

feel lost while speaking with the 

chatbot?  

Error management  

How good is the chatbot dealing with 

all the errors that are going to happen? 

Is it able to recover from them?  

Does the chatbot have any intelligence? Is it Intelligence able 

to remember things? Does it use and manage context as a 

person?  

  

According to Treml (2018b), the difficulty of testing a chatbot has several 

reasons. One of them is dealing with non-deterministic user interactions 

when testing software. Due to the human language’s nature, it is not 

possible to cover all possible situations in software tests, as a single 

sentence can take many forms with the same meaning. Therefore one 

should not think of a 100% test-coverage. It should be ensured that the 

most common situations are covered in the test. Another reason is that 

there are no barriers for users. In the middle of the conversation, users can 

change topics or the direction of the conversation with which the developer 

does not expect and which ultimately cannot be handled by the chatbot. 
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For this reason, test cases should be developed that are robust for 

unexpected user input. (Treml, 2018b)  

 

   

METHODS  
 

This chapter explains the methodological procedure used for data 

collection, development and implementation of the chatbot. All results of 

the methods used have an influence on the practical part of this thesis.  

Project management  
 

Since the development of a chatbot in this research scenario is a unique and 

complex activity and has a fixed start and end time, the practical part of this 

thesis can be regarded as a project. Projects should be managed according 

to a certain method or a certain process model because they show the 

project tasks in a process-oriented way and give the project members 

instructions for action. Although projects can be successfully implemented 

by applying non-transparent or self-created procedures, in reality they 

usually fail, which is why setting up a project without a method is 

considered negligent. If a project is started without a method, then secretly 

an own process is developed, with phases, stages, milestones, and tasks. 

Such behavior costs time and money, so these projects run out of time and 

schedule. The use of a method that is not used for its own purpose, 

therefore, makes a major contribution to ensuring the success of the 

project. (Feyhl, 2004, p. 14; Jenny, 2014, pp. 38–39, 56–57)  

Although there are no monetary goals to be achieved and the project 

organization consists of very few people, an agile process will be used for 

the project part of this thesis. Due to the size of the project and the 

application area, however, a tailor-made process, known as process 

tailoring, is applied, which is customized to the needs of the project 

situation and therefore optimized (Pröpper, 2012, pp. 132–133).  

 

 

 
 



33  

  

Process model  

Due to possible, dynamic adjustments to the system, the need to ensure 

the development of creativity in the application of the training data and the 

possibility of changing general conditions, an agile method is used for the 

practical part of this thesis. Kanban is a process model, which can be used 

in agile software development, for reducing ballast, called waste that 

impedes the progress of work. The recorded and prioritized requirements 

are visualized on a Kanban board, which is then processed in the order of 

their priority and which can be defined according to criteria such as 

importance, urgency or risk. (Epping, 2011, pp. 1, 27, 73, 115; Kraus, 2009, 

p. 6; Wang, Conboy, & Cawley, 2012, pp. 1287–1289)  

Meetings  

Weekly meetings, in which information is exchanged, existing problems 

discussed, questions clarified and the progress of the project reviewed, are 

intended to ensure that nothing stands in the way of the development and 

success of the project (Badertscher, Geiger, Gubelmann, Pifko, & Romano, 

2014, pp. 111–112, 199–202; Züger, 2013, pp. 124–125).   

Project boundaries and system delimitation  
 

Projects have a certain scope which should be discussed at an early stage to 

prevent disappointments. For this reason, it is advisable to work out project 

boundaries and system delimitations to clearly show which work is done 

and which is not. The following subchapters describe the boundaries and 

delimitations specified with the responsible of The AI Institute.  

Prototype  

The results of this research are based on a self-developed chatbot 

prototype that is integrated into a self-created website. The future 

maintenance of the data, the further development, use and operation of 

the chatbot will not be part of the thesis.  
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Target group  

The chatbot will only support the English language. The support of other 

languages is not part of this thesis and will therefore not be covered. This is 

why an English language model is used for the NLU when creating the 

chatbot. The target group of the chatbot is made up of exchange students, 

international students, double degree students and locals who want to start 

their studies at The AI Institute.  

Data collection  

Although the training data are a central part of this research work and, 

according to Rasa Technologies GmbH (2018h), the crucial component in 

the development of a chatbot, it is primarily a matter of investigating the 

suitability of the open source product at the AI Institute as a whole. For this 

reason, the numerous data collection is not in the foreground, which is why 

a large amount of data sets are not collected. Data collection has, therefore, 

affected a small number of people. Nevertheless, an attempt were made to 

ensure a collection of qualitative data by asking the right people. The aim 

was to use creativity techniques to collect ideas from at least four exchange 

students, to obtain at least 25 results from an online survey and to conduct 

an interview with at least one person from The AI Institute.  

Scope of data  

Since conversations between two participants can be an endless story, only 

a subset of possible questions and answers will be considered when 

evaluating training data. Thus a maximum of 50 possible chatbot answers is 

defined, which can be covered in the implementation.  

Data collection  
 

Since the product to be developed in the practical part of this thesis is a 

machine learning based chatbot, data is needed to train it. In order to 

obtain realistic data, the methods interview, brainstorming and survey are 

applied to people who are connected to The AI Institute. (Döbel et al., 

2018, p. 8; Rasa Technologies GmbH, 2018n)  
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Survey  

The purpose of the survey, which was completed by international students 

is to identify the questions that the students have dealt with. Since in the 

practical part of this thesis an NLP-based chatbot will be developed, training 

data is indispensable (Rasa Technologies GmbH, 2018h). The information 

obtained through the survey, together with the information from the other 

two methods, brainstorming/brainwriting and interview, should serve as a 

basis for determining the training data.   

The structure of the survey is based on the theory and the aspects described 

in the book “Umfrage – Einführung in die Methoden der Umfrageforschung” 

(Jacob, Heinz, & Décieux, 2013). Examples of the aspects considered are: (1) 

What is the central question that should be answered, (2) Is the question 

formulated as a complete sentence, (3) Can we assume that the 

respondents have the necessary knowledge to answer the questions. It 

should be noted that in the preparation of the survey, questions were 

formulated which refer to the “everyday knowledge” of the interviewees, 

which is seen as a function of individual experiences, evaluations and 

expectations, and not to the so-called “expert knowledge” (Jacob et al., 

2013, pp. 42–43).  
 

Brainstorming and brainwriting  

The brainstorming and brainwriting methods are used to gather 

information for the training data of the chatbot as well. In contrast to the 

survey, which collects the information that students already have in their 

minds, brainstorming, and brainwriting, as intuitive-creative methods, 

help identify by collecting ideas potential new questions that have not yet 

been asked to , but still come into question, or even have arisen in the 

past from other students (Kollmann, Kuckertz, & Stöckmann, 2016; 

VanGundy, 1984).   

For the application of this methods the theories from the books 

“Praxishandbuch berufliche Schlüsselkompetenzen” and “Das 1 x 1 des 

Wissenschaftlichen Arbeitens”, from the article “Brainwriting for New 

Product Ideas: An Alternative to Brainstorming” and from the web article 

“Brainwriting… this is a team exercise to develop new and creative ideas.” 

have been used (Becker, 2018; Kollmann et al., 2016; Robinson, n.d.; 

VanGundy, 1984). At this point, it is worth mentioning that instead of the 
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usual 635 method of brainwriting, in which six participants pass on three 

ideas five times each, the less formal brainwriting variant, the so-called 

brainwriting pool, has been used. The participants were informed about the 

subject area, where upon they independently updated a list of ideas until 

the flow of ideas is exhausted from their point of view. These lists are passed 

on until each participant has seen each list once and added his ideas. 

(Kollmann et al., 2016, p. 12)  

 

Interview  

The implementation of a third method, the interview, is intended to identify 

effective questions from exchange students, as well as their number, 

frequency, and relevance. In order to obtain relevant data, the international 

student was interviewed. Due to the questions that have to be asked in a 

fixed order from a predefined list, the interview type used was a guideline-

based interview, also known as a guided interview (Helfferich, 2014, p. 565).  

  

For the application of this method, the theory from the books “Handbuch 

Methoden der empirischen Sozialforschung” and “Methoden in der 

naturwissenschaftsdidaktischen Forschung” is used (Helfferich, 2014; 

Niebert & Gropengießer, 2014). It should be mentioned that the thematic 

structure was taken into account in the preparation of the interview form. 

The evolution of the interview guide was also taken into account. (Niebert 

& Gropengießer, 2014, pp. 128, 130)  

Real conversation  

In addition to the three methods for collecting the training data, on the 

recommendation of Rasa Technologies GmbH another method is applied, 

the testing of the chatbot by humans (Rasa Technologies GmbH, 2018i). 

Rasa Technologies GmbH believes (2018i) that real conversations between 

people and the AI are more important than hypothetical approaches to get 

good or even the best training data. For this reason, after the creation of 

the chatbot, the opinion of fellow students is obtained by testing the 

chatbot on themselves. The aim is to ensure that missing or unsuccessful 

communication between a person and the chatbot, which remains 
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undiscovered during the implementation of the above three methods, 

occurs, is improved and then included in the training data as a supplement.  

Consultation of experts  
 

Since the manufacturer of the used software product is a young company 

and the author of this thesis is aware of a single book about the product, 

the knowledge and the experience of experts of this world is consulted for 

the realization. On platforms such as GitHub or forums such as the Rasa 

Community Forum, the knowledge of the experts was sought through 

interaction with them and asked as soon as the author had knowledge gaps 

or any problems.  
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DATA COLLECTION AND TRAINING DATA  
The following chapter contains the results of the data collection methods 

carried out and the created questions based on them, to which the chatbot 

should provide answers.  

Results  

In the following subchapters, the information relevant to the training data 

of the chatbot from the survey, the creativity techniques used and the 

interview is mentioned. Demographic and personal data was not provided. 

No corrections or adjustments were made to the data. Only information 

classified as useful by the author was considered in this subchapter.  

Survey  

During two weeks an online survey was made available to the exchange 

students present at University of Paris Saclay and the exchange students 

who spent their last semester at Paris Saclay in France. After 14 days, the 

survey was completed by 29 students, who are enrolled in nine different 

degree programmes. The survey questions can be found in appendix 1.  

  

An insight, that can be used for the future is the acquisition of information 

by students regarding school-relevant issues.  

 

More than 58% of respondents also said they use personal channels such as 

email or WhatsApp to get the necessary information from other exchange 

students.  

  

One question dealt with the future use of the chatbot. The students were 

asked whether they would consult a chatbot if it was available on The AI 

Institute website. The question then asked, which was asked to the persons 

who would use a chatbot, is whether they would use the chatbot as the first 

port of call for questions. Figure 11 shows the results of these two 

questions. The left pie chart shows the results of whether a chatbot would 

be used, while the right pie chart refers to the first port of call question.  
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Figura 11 Survey results: The use of a chatbot 

  

When asked whether a chatbot would be used by students to answer open 

questions if a company chatbot would exist, 24 of the respondents, i.e. 

more than 82%, stated that they would. However, five of the 29 students 

surveyed, which is about 17.2%, replied that they would not ask a chatbot 

for advice. Of the 24 students who would use a chatbot, 22 said they would 

use it as their first port of call in case of questions. That is more than 

threequarters of the students surveyed.  

  

Brainstorming and brainwriting  

The creativity techniques brainstorming and brainwriting were conducted 

with certains students to obtain more data. Three students of the current 

semester and three students of the last semester were involved. The 

exchange students studying at Paris Saclay in the current semester were 

encouraged to share their ideas in a ten minute brainstorming session, as 

suggested by Kollmann, Kuckertz and Stöckmann (2016, p. 12), on possible 

and realistic questions that future students might ask to The AI Institute. 

The students of the last semester were given this opportunity to do so 

digitally. The latter were given three days.  

  

The results obtained through brainstorming and brainwriting showed that 

the questions that could be asked by potential or future The AI Institute 

students can be divided into the five categories: university, administrative 

stuff, accommodation, transport possibilities and leisure time. The category 

university contains all questions related to the school, the degree 

programmes, modules or the infrastructure. Administrative stuff includes 

information about dentists in the region, mobile phone subscriptions, banks 

or the local registry office. The accommodation category includes any 
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questions about student accommodation such as keys, furnishings, price or 

location. The transport possibilities are understood as transport 

possibilities in France in general. The leisure time category contains 

questions about the activities a student can do during his free time. This 

includes sports, shopping or going out.  

  

In addition to the results of the first session, further ideas were added, 

which can be divided into the two categories: small talk and ignorance. The 

small talk category included ideas that belong to a student’s pastime. 

Examples of the mentioned ideas were questions about the weather, 

questions about the mood of the chatbot or general greetings in 

conversation. In the ignorance category, ideas came about how a chatbot 

should behave in the event of ignorance. Instead of an unnatural reaction 

or providing a wrong answer, if the chatbot does not know the answer to a 

question asked, it should respond with an appropriate answer. This could 

be in the form of a joke or offering appropriate contact information of a 

person who may know the answer.  

Interview  

An interview was conducted by two of my colleagues (interview 14 May 

2019), at The AI. However, since no meeting took place and the answers to 

the questions were only dealt with digitally by us, it is not considered to be 

an interview but is nevertheless classified in this chapter on the basis of its 

content and the questions asked, which corresponds to that of the 

interviewee.     

The content of the requests varied, but all two were regularly confronted 

with requests for degree programmes. In addition to requests about degree 

programmes, questions were also asked about the location and campus, 

accommodation, the application process, eligibility requirements, entrance 

examinations, technical issues, tuition fees, and scholarships. According to 

the three, most of the information, which is requested, is also available on 

website of The AI Institute. They would welcome a chatbot that could 

answer frequently asked questions.  
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Evaluation of training data  

Based on the results of the applied methods, questions were evaluated that 

could be considered for the chatbot as training data. The evaluation has not 

been carried out according to any particular method but is based on the 

author’s impressions and findings of the results. On the one hand, because 

this is not part of this research work, and on the other hand, because the 

prototype chatbot is not used productively and is therefore only presented 

to a small number of people. If The AI Institute decides that the prototype 

or at least its data model should be used productively for future missions, 

further training data can be entered and the existing data model can be 

extended. This would also be necessary since a chatbot of the planned size 

does not bring much use. Which training data are included exactly in the 

implementation does not matter as long as they are questions asked by 

students or answered by The AI Institute.    

The analysis of the three data collection methods showed that the topics of 

university and accommodation, in particular, met with the greatest interest. 

However, there are also a number of requests for information on leisure 

activities or transport options. Based on these findings, the areas manners, 

accommodation, university, leisure time and administrative tasks were 

selected to be partially covered by the chatbot.  

 

Manners  

Contact between parties, regardless of form, whether written, oral, live or 

digital, usually begins with a greeting and ends with a farewell. It is most 

likely that chatbot users will also be able to direct or end the conversation 

with the conversational agent in this way. The second brainstorming session 

also showed that this was also the view of the participants. However, they 

would like to do small talk and ask the chatbot for example about his mood 

in addition to greeting and saying goodbye. What also seemed important to 

them was that the chatbot did not simply remain silent in case of ignorance, 

or even provide a wrong answer, but skillfully and honestly said that this 

exceeded his area of knowledge. An almost perfect solution would be to 

forward the request to the responsible person or to offer a link leading to 

the possible solution.  
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Accommodation  

As the findings from the survey, most students felt that the chatbot should 

have knowledge about the student apartments. Not only the students but 

also The AI Institute’s employees interviewed and surveyed were of the 

opinion that information about the accommodations was an important 

point to be covered by the chatbot. For this reason, questions about the 

accommodation are part of the training data. This includes questions about 

the price, location or equipment available in the apartments. But also the 

responsibilities, the contact data and the procedure in case of problems are 

covered.  

University  

According to the survey, but also due to the information of The AI Institute 

’ staff, the need for information about the university is available among the 

students. In addition to the information of the international students, the 

findings of the Admission Services, in particular, showed that many of the 

potential students do not deal with the information on the website or do 

not find it at all and thus make inquiries via e-mail. If a chatbot were 

available on the website to answer the most frequently asked questions, 

the number of e-mails with FAQs sent to the Admission Services and the 

international office could be reduced. Thus, questions concerning both 

international and normal students will be included in the training data. 

These include questions about the application process, tuition fees, 

application deadline.  

Leisure time  

Based on the survey, many students found information about leisure 

activities such as sports, shopping and general information about the city 

important. Therefore, questions about leisure activities were also included 

in the training data. This includes questions about sports opportunities and 

about things that can be done in the city to combat boredom.  
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Administrative tasks  

Especially from the information of the students, it follows that information 

on administrative matters is necessary for them. For this reason, questions 

from this area will also be included in the training data. The training data 

thus includes questions about the local register office. 
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TECHNOLOGIES AND TOOLS  
 

The technologies and tools described in the following chapter will be used 

for the development of the chatbot prototype. The description is only 

superficial. Detailed information about the software used, the system 

environment and the individual installed packages can be found in the 

appendices 2 and 3.  

Linux  

Linux is a free operating system, which corresponds to the open source 

basic idea, the system as well as all available programs are usable free of 

charge without restriction. Due to its transparency, stability, and security, 

Linux is one of the most popular and widely used operating systems for 

servers, routers, and mainframes. In contrast to commercial operating 

systems, Linux permanently offers its users the possibility to better 

understand the functioning of the operating system and its programs. 

(Grotz, 2017, p. 1)  

  

The combination of specified software into one compiled and configured 

package is called distribution. There are many different Linux distributions 

that are better or less suitable depending on the area of application. The 

Linux distribution used for this research work is Ubuntu and was, as well as 

the operating system, given by the client. (Grotz, 2017, p. 5)  

Apache Hypertext Transfer Protocol Server  

The Apache Hypertext Transfer Protocol (HTTP) Server is a project initiated 

by the Apache Software Foundation to develop, extend and provide a 

robust, functional, commercially viable and freely available source code 

implementation of an HTTP web server. Named the Apache HTTP Server 

Project, the collaborative software development effort is led by a group of 

volunteers around the world who use the web and the internet to plan, 

communicate and develop the server and its associated documentation. 

(The Apache Software Foundation, 2019)  
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Python  

Python is a programming language further developed and published by the 

Python Software Foundation, which can be regarded as both an 

objectoriented programming language and a scripting language. Python 

requires relatively few keywords, is characterized by its simplicity, clarity, 

and extensibility, and has a large number of scientific program libraries in 

the field of data science and is thus becoming more and more the central 

tool. (Huttunen, 2015, p. 4; Python Software Foundation, 2001; Selle, 2018, 

p. 54)  

Since the NLU used is written by Rasa Technologies GmbH in Python, this 

programming language is also used for the development of the chatbot 

prototype. On the one hand there is a detailed installation guide and 

product documentation with Python examples on Rasa Technologies 

GmbH’s website and on the other hand, the import of relevant classes is 

simpler than if this is handled via an HTTP API. (Rasa Technologies GmbH, 

2016, 2018m)  

Anaconda Distribution  

Anaconda Distribution is an open source data science distribution for the 

programming languages R and Python, developed by the manufacturer 

Anaconda Inc. (2019a). By using Anaconda, as one point access for the 

administration of all necessary packages, many of which are already 

preinstalled, tools, libraries, and their dependencies can be installed and 

managed faster and easier. In addition, it is possible to manage multiple 

Python versions using Anaconda. The management of multiple Python 

versions might be important or even essential if in the future there will be 

more applications running on the server parallel to the chatbot, which 

require a higher or lower Python version. (Anaconda Inc., 2019a, 2019b; 

Davis, 2016; Misra, n.d.; Mortensen & Zonca, n.d.)  

  

Furthermore, the chatbot manufacturer Rasa Technologies GmbH 

recommends the use of Anaconda when using the Rasa Core component 

(Rasa Technologies GmbH, 2018b).  
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Rasa Stack  

The Rasa Stack is a collection of open source machine learning tools from 

Rasa Technologies GmbH that can be used to create contextual chatbots 

and AI assistants. It consists of the two independent components Rasa 

NLU and Rasa Core, which can be used in combination as well as 

separately. Rasa Technologies GmbH recommends using both. (Rasa 

Technologies GmbH, 2018n)  

Rasa NLU  

Rasa NLU is an open source NLP tool for the extraction of entities and the 

classification of intents. By intent classification, one understands the 

interpretation of meaning on the basis of predefined intentions. Entity 

extraction is the recognition of structured data such as e-mail addresses or 

telephone numbers. With The Rasa NLU, user messages can be understood 

based on previous training data. (Rasa Technologies GmbH, 2018n, 2018m)  

Based on the research of Braun, Mendez, and Matthes (2017), which 

examined and evaluated current English NLU services, the Rasa NLU scored 

well compared to its competitors LUIS, Watson Conversation, API.ai, wit.ai, 

and Amazon Lex and came in second. The products have been evaluated on 

the basic functionality, based on two different data corpora. Due to the 

adaptability of the open source product Rasa NLU, even better results could 

have been achieved after some adaptations. (D. Braun et al., 2017, p. 180)  

According to Raj (Raj, 2019, p. 106), “Rasa NLU is not just any other library 

with a bunch of methods”, it also gives developers the ability to develop 

almost any kind of chatbots with it.  

Depending on which of the two pipelines recommended by Rasa 

Technologies GmbH is used, Rasa NLU supports either all languages or 

English, German, Portuguese, Italian, Spanish, Dutch, and French (Rasa 

Technologies GmbH, 2018k).  

 

Rasa Core  

Rasa Core is an open source chatbot framework equipped with machine 

learning-based dialogue management that predicts the next best action 

based on NLU input, training data and conversation history. The Rasa Core 

thus decides what happens next in this conversation. Rasa Core uses a 

special kind of Recurrent Neural Network that is implemented in the Python 
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library Keras to predict the next action. (Gaurav, 2018; Rasa Technologies 

GmbH, 2018n; Williams & Zweig, 2016) Figure 12 illustrates the dialog 

handling using Rasa Core.  

  

  

Figura 12 . Dialogue handling using Rasa Core (Petraityte, 2018b, p. 20)  

  

The operational loop shown in Figure 12 starts when the user asks his 

question. This input is then subjected to an intent classification and an 

entity extraction. Subsequently, feature vectors are formed in the grey bars, 

which accept inputs from four sources. These are then passed on to a 

Recurrent Neural Network, which has the ability to remember past 

observations for as long as it likes. In the “Actions Mask”, the code of the 

developer is output, which masks actions due to a not given state. In the 

renormalization, the mask is used by clamping masked actions to a zero 

probability. In the step “Sample Action” an action is selected from the 

probability distribution. The identity of the selected template action is then 

passed to the developer code “Entity Output”, which is replaced in all 

template entities. Then it is checked if it is an API text. If so the API call is 

called in the developer code, otherwise, the action is shown to the user and 

the cycle starts all over again. (Williams & Zweig, 2016, p. n.d.)  

Rasa Platform  
 

Besides the free open source toolset of Rasa Technologies GmbH, there is 

also a paid Rasa product called Rasa Platform. As shown in Figure 13, the 

Rasa Platform complements the Rasa Stack with additional APIs and a user 

interface to manage them.  
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Figura 13 Rasa Platform diagram (Rasa Technologies GmbH, 2019b) 

  

In addition, Rasa Platform customers enjoy more efficient and faster 

customer support from Rasa Technologies GmbH via the so-called 

Customer Success Program. It also aims to simplify the training of the 

machine learning models across business functions, thereby enabling faster 

iteration cycles (Rasa Technologies GmbH, 2019a, 2019b).  

The Rasa platform will not be used in this thesis, it is nevertheless 

mentioned here for documentary reasons.  
  

  

  

    

CHATBOT DEVELOPMENT AND IMPLEMENTATION  
 

This chapter explains the key findings, system behavior, and actions that 

were observed during the development and implementation of a chatbot. 

The examples, procedures, and scenarios mentioned in this chapter are 

mostly based on the observations, self-experiments and experiences of the 

author, the concrete suggestions from expert circles taken from tutorials or 

forums, as well as from the manufacturer documentation and manufacturer 

software repositories. Occasionally, references are also made to theoretical 

approaches and fundamentals.   

The practical tests and research described in this chapter were all 

performed in the same system environment. All test results, operating, 

system and software behavior mentioned in these subchapters are only 

valid in an identical system environment. The hardware, operating system 
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and software specifications of the system environment used can be found 

in appendix 3.  

The use of Python commands in the Linux shell for the execution of Rasa 

library modules was omitted. Instead, the author decided to create and use 

Python scripts, which bundle the necessary steps and execute them with a 

single command. The executed Linux commands are mentioned in the 

following subchapters in a grey box. The scripts used can be found in the 

appendices 4, 5, 6 and 7.  

 

Software installation  

  

Before installing the Rasa Stack a Python environment is required which is 

why Anaconda has been downloaded and installed. After installing 

Anaconda, the Python version was downgraded to 3.6.4, because the later 

used Python package TensorFlow is not compatible with Python 3.7. It 

currently only supports Python versions 2.7, 3.4, 3.5 and 3.6 (TensorFlow 

Community, n.d.). The downgrade can be done using the following 

command:  

  

  
  

After the downgrade of Python the three Ubuntu packages python-dev, git-

core and build-essential were installed and the system was updated. If the 

installations went well, the next step is the installation of the required 

Python packages. Among them are also the Rasa Stack packages rasa_nlu 

and rasa_core. These Python packages can either be installed individually 

by command or all together by reading them from a file and installing them 

one after the other. The list of used packages and their versions can be 

found in appendix 5. When installing them, it is important to make sure that 

all packages are installed correctly, because many of the packages are 

interdependent. Changes to package versions can automatically result in 

changes to other package versions, resulting in incompatibility because 

versions are not supported. The required Python packages can be installed 

with the following command if they are listed in the requirements.txt file:  

  

  

  
rasa:~$ 

  conda 
  install python=3.6.4 

  
  

  
rasa:~$ 

  pip install  – r requireme nts.txt 
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After that, the language model has to be installed. “The language model is 

going to be used to parse incoming text messages and extract necessary 

information” (Petraityte, 2018a). The following command performs the 

download and installation of the English language model spaCy:  

  

  
  

Finally, the rasa-nlu-trainer can be installed. This is a user interface that 

makes generating training data much easier. Since it is a JavaScript-based 

application, the packages npm and node.js must be installed first. Then 

rasa-nlu-trainer can be installed with the following command:  

  

  
  

NLU model  

After the installation of the required software, the creation and training of 

the NLU model can be started. To teach the chatbot how to understand 

unstructured human language the training of an NLU model is necessary. 

The trained Rasa NLU model receives constructed text messages and 

returns data in form of intents and entities, which the chatbot will 

understand. Since intent classification and entity extraction tasks are 

machine learning problems, it is necessary to have training data. Figure 14 

illustrates the procedure of intent classification and entity extraction. 

(Petraityte, 2018a)  

  

  

Figura 14 Intent classification and entity extraction (Petraityte, 2018a) 

 

  
rasa:~$ 

  python  – m spacy download en 
  

  

  
rasa:~$ 

  npm i  - g rasa - nlu - trainer 
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Data format  

The training data can be saved in two different formats. This can either be 

in a Markdown file or in a JavaScript Object Notation (JSON) file and it can 

take place either in a single file or in several files located in one directory. 

(Rasa Technologies GmbH, 2018q)  

The use of multiple files can be useful for a large number and variety of 

training data. In this way, the training data files can be grouped according 

to topics, for example, which has advantages in the organization of the data 

and makes it easier to share data across projects. It also makes it easier for 

the responsible person to manage the training data if several topics such as 

school, student accommodation and small talk are separated. If several files 

containing training data are used, the entire directory in which the files are 

located is specified during the training. If only one data file with training 

data is used, no directory but only this one file must be specified. Since the 

number of data used in this work is still manageable, there is no need to use 

several training data files. (Rasa Technologies GmbH, 2018q)  

The choice of format does not matter that much, because it is only used in 

the beginning when creating and training the NLU model. As soon as the 

interactive training is carried out, the training data will be saved as a 

Markdown anyway.   

Markdown is the simpler format because it is more readable for people but 

also easier to write. The data format chosen in this thesis is JSON because 

using the Rasa NLU Trainer tool, unlike Markdown, allows the use of a 

graphical user interface which should be shown in this thesis. This graphical 

user interface can be used to enter new training data or review and modify 

existing data. Figure 15 illustrates the graphical user interface in the 

browser with some example training data. (Rasa Technologies  GmbH, 

2018q)  
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Figura 15 Entering training data using the Rasa NLU Trainer 

  

The condition for using the Rasa NLU Trainer is the use of a JSON-based 

training data file in a native Rasa NLU format and the opening of an arbitrary 

port, which is then accessed via the Transmission Control Protocol (TCP). 

The following Linux command starts the Rasa NLU Trainer listening on port 

5005:  

  

  
  

If the parameters -p and -s are omitted, any port is selected and the first 

JSON file found by the system as a valid data file is used. Finally, if multiple 

training data files are used, omitting the -s parameter can lead to confusion.  

Data entering  

The data entering can either be done in the Linux terminal itself or the 

installed Rasa NLU trainer can be used. Before the Rasa NLU Trainer can be 

started, a JSON file must be created and an example made that resembles 

the one in Figure 16.  

  

  
rasa:~$ rasa - nlu - trainer  - p 50 05 

  – s data.json 
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Figura 16 . Entering training data in Linux terminal  

  

Once the file has been created, Rasa NLU Trainer can be used to create 

additional examples. Entities can also be entered via the graphical user 

interface. In order to ensure a clean and error-free training later on, it 

requires a certain number of examples per intent. Although two examples 

per intent are sufficient to train the model, they are still not enough to make 

good statements regarding the intent classification. That is why for each of 

the ten intents used, ten training examples were captured. With the 

extension to 35 intents, at least 16 examples were created per intent, so 

that no warning messages were displayed and that the NLU model could be 

trained correctly.  

 

Synonyms  

In addition to the training data, synonyms can also be added. This allows 

the chatbot to recognize the content despite missing keywords by using 

synonyms. The synonyms can be entered like the training data in the data 

file. Figure 17 shows some examples of the synonyms used for this thesis. 

(Rasa Technologies GmbH, 2018q)  
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Figura 17  Using synonyms for training data  

  

If no synonyms are used and nothing is specified in the data file, the warning 

message “UserWarning: Failed to load synonym file from ...” may appear 

when training or validate the NLU model. According to DrissnerSchmid 

(2018a), it is only a warning, which has no influence on the functionality. 

The message can thus be ignored, corrected by an empty specification in 

the data file or by the creation of an empty JSON file. The latter can be done 

by executing the following command:  

  

  
  

To use the defined synonyms, it is necessary that the pipeline contains the 

ner_synonyms component (Rasa Technologies GmbH, 2018q).  

NLU model configuration  

Before the training of the NLU model can be started a configuration file is 

needed. In this configuration file, configuration parameters are given that 

define how the features are extracted from the text input and how the NLU 

model is trained. Figure 18 shows the contents of the configuration file 

config_spacy.json. (Rasa Technologies GmbH, 2018o)  

  
rasa:~$ echo "{}" > models/nlu/default/hamknlu/entity_synonyms.json 

  
  



55  

  

  

Figura 18 Defining the NLU model configuration 

  

The content shows the used pipeline spacy_sklearn, the language, the 

directory where the NLU model will be stored after the training and the 

directory where the training data is located.  

Pipeline  

The two main pipelines are spacy_sklearn and tensorflow_embedding. The 

main difference between them is that pre-trained word vectors of fastText 

or GloVe are used by the spacy_sklearn pipeline. But not by the pipeline 

tensorflow_embedding. The TensorFlow pipeline adapts them specifically 

for the user’s data set. Rasa Technologies GmbH recommends to use the 

pipeline spacy_sklearn if less than 1,000 training examples are used. If, on 

the other hand, 1,000 or more labeled utterances are used, the pipeline 

tensorflow_embedding is recommended. There are also the pipelines 

mitie_sklearn and mitie. They use MITIE as a word vectors’ source. Rasa 

technologies GmbH do not recommend to use these because they could be 

deprecated in a future release. (Rasa Technologies GmbH, 2018c)  

As already mentioned, it depends on the pipeline chosen which languages 

the Rasa NLU supports. With tensorflow_embedding every language is 

supported because user-defined word embeddings are trained. 

Spacy_sklearn, on the other hand, supports the already mentioned ones. 

However, Rasa Technologies GmbH offers the possibility to add languages 

on its own when spacy_sklearn is used. (Rasa Technologies GmbH, 2018k) 

  

NLU model training  

For the training of the NLU model the Python script nlu_model.py, which is 

in appendix 4, was used. The script contains the two functions train_nlu() 

and run_nlu(). After executing the function train_nlu() the NLU model is 
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created in the corresponding directory and trained. Figure 19 shows the 

console output after the successful training.  

  

          

Figura 19 Successful training of the NLU model 

To be sure, the directory can also be checked to see if it contains the files it 

needs. Figure 20 shows a list of the files in the directory of the created NLU 

model.  

  

  

Figura 20 List of needed Rasa NLU model files 

  

NLU model testing  

After the NLU model has been created and trained, it can be tested. To test 

the training performed, it is necessary to load the model. For this, the 

function run_nlu() from the script nlu_model.py can be used. This function 

performs an intent classification and entity extraction to a question 

predefined in the script that differs from the training data. Subsequently, 

the results will be given. The first thing that is given is what the model 

thinks, what the intent of the predefined input message is. Then, a 

confidence level is shown, which states how good the intent classification 

of the model was. This is followed by entity extraction if an entity has been 

found, and the confidence levels of the remaining intents. So the results of 

the intent classification are also provided for all other intents that are in the 

training data. These are listed in a ranking. Figure 21 shows the results after 

testing the NLU model. The question defined in the script can also be seen 

at the end of the given results.  
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Figura 21 Successful testing of the NLU model 

  

Figure 21 shows that the correct intent was recognized and a confidence 

level of 0.3283. However, the confidence level for a question taken from 

the training data is 0.7239. Thus the training data could still be extended by 

some utterances to improve the model. These results can later be used 

when creating a dialogue management model.  

 

Dialogue management model 

  

Once the Rasa NLU model has been created and trained, the Rasa Core 

dialogue management model can be created and trained. The dialogue 

management model is the second part of the chatbot’s architecture. It is 

used to predict what response or action the chatbot should make based on 

the context and the conversation’s state. Those actions could be basic text 

responses, database queries or API calls. Figure 22 illustrates the procedure 

for predicting the next action using the Rasa Core dialog management 

model. (Petraityte, 2018a)  

  

  
Figura 22 Rasa Core predicts next actions and steps (Petraityte, 2018a) 
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Two files are required to create the dialogue management model. One 

contains the definitions of the domain and the other the stories.  

Domain format  

According to Rasa (2018f), the domain defines the universe in which the bot 

works. It indicates the entities, intents, slots, and actions the chatbot should 

know. As an option, it can also contain answer templates the bot can use. 

While the intents and entities have already been defined in the training data 

and are only mentioned in the domain file, the actions and templates are 

newly recorded. Slots are the memory of the bot. They function as key value 

memories in which both information about the outside world and 

information about the user, such as his home town, can be stored. Slots are 

intended to influence the progress of the dialog. There are different slot 

types for different behaviors. Examples are float, bool, categorical, text, list 

or unfeaturized. (Rasa Technologies GmbH, 2018f)  

It was decided that the answers of the chatbot would be hardcoded in the 

templates section instead of being retrieved from appropriate systems via 

APIs.  

Nevertheless, there is the possibility to get information and whole answers 

to questions from the surrounding systems instead of coding them hard. 

The CMS WordPress used allows developers to read, create new and edit 

existing website content via Representational State Transfer (REST) API. 

With the help of custom actions written in Python, the necessary 

information can be retrieved from the CMS. For content that needs to be 

changed periodically, such as the deadline for study enrolments, this option 

might be better than hard coding. (Rasa Technologies GmbH, 2018a; 

WordPress Foundation, n.d.)  

The next step is to define a domain. For that a domain file containing the 

intents, entities, actions, templates, and slots is created. Figure 23 shows a 

part of the content of the domain file used.  
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Figura 23 Examples of definitions within the domain 

The actions that are not visible in figure 23 may contain defined utterances 

or self-programmed actions that forward e-mails or perform API calls.  

 

Tone of voice  

The answers of a chatbot can be short and concise or even more detailed. 

In both cases, the tone of voice can be important to the user. The pie chart 

in Figure 24 shows the result of the question about the most important 

characteristic of a chatbot, which was last asked in the survey conducted.  

  

  

Figura 24 Most important characteristic of a chatbot 
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The student information obtained from the survey showed in figure 24 that 

almost 70% felt that the most important characteristic of a chatbot should 

be the correctness of its answers. About a quarter felt that the amount of 

knowledge of the chatbot had to come first. The remaining 6.9% thought 

that the availability of the chatbot was the most important one. However, 

none of the respondents found friendliness to be the most important 

feature. Nevertheless, this does not mean that the answers given by the 

chatbot do not have to be friendly.   

Statista surveyed 5,000 people on the preference of the personality type of 

a chatbot and presented the results as a bar chart in Figure 25 (Statista 

GmbH, 2017a).  

  

  

Figura 25 Preferred personality of a chatbot by country (Statista GmbH, 2017a) 

  

The navy blue and azure blue areas shown in Figure 25 show that friendly 

and formal chatbot personalities are preferred.  

Although the personality of a chatbot is not perceived as the most 

important criteria, the answers of the chatbot should nevertheless have a 

friendly formal character. First, because the results of the interviewed  

students do not make a statement about the importance of the 

characteristic in itself, but compare the importance of the characteristics 

with each other. However, this does not mean that one or more of them are 

unimportant. On the other hand, Statista’s statistics (2017a), which include 

the results of 5,000 people, are representative and effectively built on the 

personality of the chatbots.  
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When choosing the answers, attention was paid to both the correctness and 

the personality of the chatbot. It was tried to write them in a formal and 

friendly way.  

 

Story data format  

A Rasa Core dialogue system’s training example is called story. These 

training examples are written in a Markdown file. The stories are assigned 

to the intents used. This ensures that the chatbot knows later with which 

action it has to react at which intent. Multiple actions can be assigned to a 

single intent. A story is, therefore, a conversation between a user and a 

chatbot. The following figure 26 shows a part of the stories used in the 

corresponding format. (Petraityte, 2018a; Rasa Technologies GmbH, 2018p)  

  

  

Figura 26 Examples of stories within the story file 

  

In order to get good stories, Petraityte (2018a) suggests to ask 

acquaintances or future users of the chatbot what kind of conversations 

they would have with the chatbot. Thus, questions could be found that did 

not occur to the creator, which can be used as training examples. Petraityte 

(2018a) also recommends the use of a Rasa Core features called online 

training. In addition to helping to create story data, it also trains a real-time 

dialogue management model. (Petraityte, 2018a)  
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Online training  

Appendix 5 contains the Python script train_init.py, which creates and 

trains the Rasa Core dialogue management model based on the previously 

created training data. At this point, it should be noted that various 

parameters are used in the script for the training, which should be adjusted 

according to the size of the training data. Figure 27 shows the successful 

training of the dialogue management model.  

  

  

Figura 27 Successful training of the dialogue management model 

  

Depending on the parameters used and the amount of training data, the 

training process may take longer or shorter. After the training has been 

completed successfully, it can be checked in the corresponding directory 

whether the files of the dialogue management model are located there.  

  

At this point, online training can be launched. This requires another Python 

script called train_online.py, which can be found in appendix 6. The online 

training is an interactive learning mode, where the developer provides 

feedback while talking to the chatbot. In this way, it is possible to examine 

what the bot is already capable of and subsequently correct any mistakes 

that the bot makes. If the bot does not know how to do something, it can 

be taught within the online training. (Rasa Technologies GmbH, 2018j). At 

this point, it should be noted that in the script for online training various 

parameters are used, which should be adjusted depending on the size of 

the training data. Figure 28 shows the successful launch of the online 

training.  
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Figura 28 Successful running of interactive learning 

As soon as the online training has started, the chatbot can be asked 

questions. First, the bot tries to assign the question to the correct intent. 

Then it suggests the following action, which it has to undertake. As a third 

step, it proposes the next action. If a suggestion of the chatbot is not 

satisfactory, this can be immediately communicated to the bot. Then the 

right intent or action can be chosen and the training continues normally. 

Figure 29 shows an example of an online training.   

  

  

Figura 29 Training of the dialogue management model by interactive learning 
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Figure 29 shows that the user’s message was correctly classified during 

online training. Then the bot suggested to reply with utter_greet. In the 

end, the bot wanted to continue with the action_listen. Since all three 

suggestions were correct, they were left as they were and no correction had 

to be applied.  

  

If the online training should be finished, it can be done after each questions 

passage by pressing the Enter key. Then there are five possibilities what can 

be done next. Figure 30 shows the five possibilities.  

  

  

Figura 30 Selecting action after training 

  

If one decides for the export and the termination, then one is asked 

afterwards to indicate the files in which the training data has to be stored. 

Figure 31 illustrates this.  

  

  

Figura 31 Provide the files in which the training should be saved 

  

During the online training, Rasa Core records the current conversation and 

some similar conversations from the training data. This should help the user 

to keep track of where he is at any given moment. The visualization can be 

viewed in the browser at http://localhost:5005/visualization.html as soon 

as the online training was started. Figure 32 shows an example of the 

visualization during interactive learning. (Rasa Technologies GmbH, 2018j)  
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Figura 32 Visualization of the conversation during interactive learning 

  

In addition to the visualization of interactive learning, stories can also be 

visualized. This can be helpful if an overview of the conversation paths 

described in a story file is needed. But it can also be used to simplify 

debugging and discussions about the bot flow. (Rasa Technologies GmbH, 

2018e) With the following Linux command stories can be visualized:  

  

  
  

After the execution of the command above the file, generatedGraph.html 

is available, which can be opened in the browser afterwards. Figure 33 

shows a visualization of the conversation paths of a story file, which was 

created with the above command. It indicates the end result of the training 

completed so far. The content in the case of figure 33 is irrelevant. The 

figure is intended to illustrate how complex the paths can become after just 

a few training sessions.  

  
rasa:~$  python  - m rasa_core.visualize  - d hamk_dom ain.yml  - s  
data/stories.md  - o  generatedG raph.html 
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Figura 33 Visualization of the conversational paths of a story file 

  

Creating chatbot  

 

At this point, everything is done that is necessary to create a chatbot that 

can communicate with someone. After this several possibilities can be 

considered. In this thesis, only two are used. On the one hand a command 

line based chatbot, with which it is possible to chat within the Linux console 

and which at the same time ensures that the just created project works. 

And secondly, a chatbot embedded on a website, which can be used by 

other users.  

Chatbot on the Linux command line  

Appendix 7 contains the Python script dialogue_mgmt_model.py, which 

starts a chatbot inside the Linux terminal. After the execution of the script, 

questions can be asked to the chatbot. Figure 34 shows such an example.  

  

  

Start 
  

End 
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Figura 34 Chat with a chatbot inside the Linux terminal 

  

Figure 34 shows that the chatbot works and is therefore ready for 

implementation on a website.  

Chatbot on the own website  

To operate the developed chatbot on an own website it is necessary to have 

an own website. For this purpose, a ready-made website template was 

downloaded from the internet. After the website template was adapted, an 

Apache web server was installed. Before the web server was started, the 

created website was copied to the corresponding server directory, and the 

permissions of the files were adapted. With a working website now 

available on a web server, the implementation of the chatbot can begin.  

Rasa offers a wide range of ways to connect the created chatbot with the 

outside world. Among the third-party channels offered by Rasa are various 

communication, voice and chat platforms from renowned manufacturers 

such as Facebook, Microsoft, Slack, Telegram or Cisco. If one wants to have 

a chatbot widget on one’s own website, the GitHub projects Chatroom and 

Rasa Webchat referenced on the Rasa website can be used. Rasa Webchat 

uses sockets while the Chatroom uses regular HTTP requests. Both products 

can be used via the RestInput or the CallbackInput channel. (Rasa 

Technologies GmbH, 2018b)  

For this thesis, the product Chatroom of the company Scalableminds GmbH 

(2019) was chosen, without carrying out an evaluation. First, the JavaScript 

chatroom.js was embedded into the Hypertext Markup Language (HTML) of 

the website and configured to be visible on the web page (Scalableminds 

GmbH, 2019). Figure 35 shows the embedding at the bottom of the website.  
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Figura 35 Embedding the chatbot widget on the website 

  

The JavaScript file and the Cascading Style Sheets (CSS) file are retrieved 

from the web and integrated into the HTML. However, it is also possible to 

download these two files, store them on the server and adapt them to the 

styles, guidelines, and specifications given by The AI Institute.  

After downloading the GitHub Project Chatroom, copying the Python 

script bot_server_channel.py into the Rasa Core project and creating the 

needed files credentials.yml and endpoints.yml, the chatbot service could 

be started with the following command:  
  

  
  

Figure 36 shows a working chatbot widget on the website that can handle 

voice messages and hyperlinks such as website links or the uniform 

resource identifier scheme for e-mail addresses mailto.  

  

  
rasa:~$  python  - m rasa_core.run  -- core models/dialogue/  -- nlu  
models/nlu/default/hamknlu/  -- endpoints endpoints.yml  -- credentials  
cre dentials.yml 
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Figura 36 Chat with a chatbot implemented on a website 

 

Chatbot operation  

The following chapter contains suggestions and ideas that came up during 

the development of the chatbot and could be useful for the further 

operation of the prototype. While some of them were realized and tested 

in the developed prototype, others were only discussed theoretically.  

Logging  

As mentioned earlier, Rasa Technologies GmbH believes (2018i) that real 

conversations between AI and people are more important than 

hypothetical approaches to get good training data. Various methods can be 

used to retrieve training data. Logging conversations is one of them. By 

using Chatroom, conversations are automatically logged without having to 

make any configurations. A JSON file is created, which is continuously 

updated, even if the chatbot service has been restarted on the server. By 

using an appropriate formatter, the JSON content can be made readable for 

people. Figure 37 shows a conversation that has taken place and has been 

made legible by using an online JSON formatter.   
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Figura 37 Make log data readable using a JSON formatter 

  

The log contains information about the user identity, time, date and text 

message. By using custom scripts, it would be possible to extract the 

contents of the log without using a formatter.  

Negation and misspelling  

Based on Drissner-Schmid’s statement (2018b), negations in utterances are 

difficult to identify. Especially when using the pipeline spacy_sklearn. If 

negations should be used, they must be included in the training data. In 

case of misspellings, it is recommended to include them in the list of 

synonyms. (Drissner-Schmid, 2018b)  

Ghosh suggested in the Rasa Community Forum (2018) that different 

methods for typ0 detection should be used depending on the situation. If it 

is a typo for an entity, entity synonyms should be used. However, if the 

typos determine the intent, they should be included in the training data of 

the Rasa NLU. He also mentioned that by adding a spell checker to Rasa 

Core’s preprocessing step, typos could be handled. Or that misspelled 

words could be detected at browser level, and that users could be given 

suggestions for improvement before sending messages. (Ghosh, 2018)  



71  

  

 

Fallback action  

Rasa Technologies GmbH offers with Rasa Core the possibility that the 

chatbot can fall back on a fallback action such as “I am sorry, but 

unfortunately, this is not in my area of knowledge” in case of ignorance. 

For the chatbot to do this, the FallbackPolicy must be added to the existing 

policies. “The fallback action will be executed if the intent recognition has 

a confidence below nlu_threshold or if none of the dialogue policies 

predict an action with confidence higher than core_threshold” (Rasa 

Technologies GmbH, 2018g). The thresholds and fallback action can be 

modified as parameters in the policy configuration file. Instead of 

changing this in the policy configuration file, the action_default_fallback 

within the Python script can also be captured, which then returns an 

utter_default template to the user as a response. Figure 38 shows the 

fallback action using an example. (Rasa Technologies GmbH, 2018g)   

  

  

Figura 38 Fallback action of the chatbot 

  

If questions are asked that the chatbot does not know, or if the chatbot 

has not yet been trained well enough, an incorrect intent could be 

selected in the intent classification, which leads to an incorrect answer 

from the chatbots. To avoid this, fallback actions should be used.  

Training process  

The training effort of the chatbot is an ongoing, never-ending process. After 

a first version of the chatbot has been created, it can be trained 

continuously using the Python scripts already mentioned. As soon as the 

Rasa NLU training data has been extended, the NLU model can be updated 

using the script nlu_train.py. The same applies to the dialogue management 

model. As soon as changes have been made to the Rasa Core training data, 
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the dialogue management Model can be updated using the script 

train_init.py.  

Migration guide  

If Rasa Stack version changes are carried out, this can result in adjustments 

in various areas. On the one hand, it must be ensured that the dependencies 

of the installed Python packages are guaranteed. On the other hand, the 

created scripts have to be checked, because it is possible that imported 

modules have been renamed, used functions got a new name or have to be 

parameterized differently. The Migration Guide of Rasa Technologies GmbH 

(2018l) provides a remedy for this. This guide contains information about 

changes between the main versions and about how a version migration can 

be carried out.    
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DEVELOPMENT FINDINGS AND RESULTS  
 

The points mentioned in this chapter are results and insights that have 

emerged from the practical part of this thesis, the development of the 

chatbot. Because only the development process was described in the 

previous chapter, they are mentioned in this chapter along with 

recommendations from the author. The recommendations are based on 

observations and statements already mentioned in the theory of this thesis.  

Data  

The data is the foundation of the chatbot. If the quality of the data is poor, 

this affects the training as well as the response behavior of the chatbot. 

For this reason, it is important to ensure that attention is paid to this 

activity.  

  

For data collection, log files, surveys, creativity techniques, interviews, 

email requests received, and past requests could be used. It is 

recommended to use different sources for data collection, as it will be 

difficult for a single person or a small group to bring many different 

training data together. Despite the data collection methods used in this 

thesis, the use of the chatbot by others showed that utterances were used 

that were not collected and included in the training data. Collecting the 

data should, therefore, be a repetitive process.   

It is recommended that when using the chatbot, the areas of use which 

the chatbot should cover are analyzed.  

Installation and development  

Rasa Technologies GmbH is a company founded in 2016, which has 

established itself in the last years by designing, developing and operating 

platforms for the creation of conversational software using open source 

machine learning toolkits (Bloomberg L.P., 2019; Rasa Technologies 

GmbH, 2019a). The dynamism of the company can also be felt in its 

products. Last year there were several new updates for the Rasa Stack. 

What speaks in favor of the company in terms of agility in development 

can be somewhat detrimental to the inexperienced user by consulting 

different sources of information. Version updates may include changes to 
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library names, module names, and function names. It is therefore 

recommended that when consulting the Rasa NLU or Rasa Core 

documentation, the version is looked at and used during installation. Due 

to the dependencies of the software used and the Python packages 

installed, complications can occur during the installation of the Rasa Stack 

if the dependencies between them are not guaranteed. It is therefore not 

recommended to update the used software, Python libraries or the Rasa 

Stack during the development process, but to do this either at the 

beginning or afterwards, using the Migration Guide.   

The development of the chatbot is well described on the website of Rasa 

Technologies GmbH. There are also some tutorials and blogs on the 

Internet that can be considered for the development process. However, 

there is a possibility that errors and problems may occur during the 

development process due to various causes. It may also be possible that 

the error messages and their solutions are not or only minimally 

documented on the Internet. Therefore a detailed analysis of the problem 

and fundamental Python knowledge will be necessary. In most cases, 

problems can be solved using the Rasa Community Forum and the GitHub 

project. Questions can be asked about problems or ambiguities, but also 

answers and solutions to problems that have already occurred can be 

found there. The Rasa development team reacted quickly to new issues 

and in most cases offered useful solutions within a short time. The only 

disadvantage that was found was that problems were at some point called 

solved by the issue creators without them presenting the concrete 

solution. Thus, in the case of the same issue, other possibilities had to be 

sought. However, this is not a problem on the part of Rasa Technology 

GmbH.  

Rasa Technologies GmbH recommends the use of Docker for production 

deployments, which entails the condition that Docker is used as software. 

For Rasa Stack, pre-built Docker images are provided on Docker Hub that 

can be downloaded and used. The Rasa platform is also containerized and 

can run either in the private cloud or on premise. A container 

orchestration ready for production is included in the delivery’s scope. 

(Rasa Technologies GmbH, 2018i)  

What can also be recommended is a correct and logical naming of intents, 

entities, and utterances. This can be done, for example, using a naming 

concept. It simplifies the identification of the intents, entities, and 

utterances during interactive training. If the number of training data used 
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is manageable, a naming concept does not necessarily have to be applied. 

But as soon as the number increases, the overview is quickly lost. As a 

result, confusion and uncertainty can occur during online training. To 

avoid subsequent adjustments of training data, a uniform naming scheme 

can be used right from the start.  

With regards to the user experience, it is also useful to think about the 

length of the chatbot's response. Too long text messages may have a 

negative impact on the user. Jindal (2017), founder of the technology 

platform Tars, which makes it possible to build conversational bots 

without programming knowledge, generally follows the Twitter approach 

and keeps its messages as big as a tweet.  

 

Operation and periodic training  

The operation of a chatbot has shown that by using it, information can be 

obtained much more quickly than if the information had to be found via 

the website. However, this is only the case if the question has been asked 

grammatically correctly to the chatbot and if the chatbot knows the 

answer to the question and has been trained to do so.  

The difficult part in the author's eyes is to train the chatbot. This 

responsibility, as well as that of the operation, should be left to the IT 

Services. On the one hand, because problems during operation can also be 

tackled directly by the relevant department, and on the other hand, 

because of the interaction with a Linux terminal, it requires appropriate IT 

expertise in the areas of Linux, Python and web technologies. The 

exception could be the use of software with a graphical user interface such 

as Smart Platform Group’s (2017) Articulate, which allows training data to 

be supplemented and training to be carried out via a browser. 

Nevertheless, the operation would be the task of IT, while the training 

could probably be carried out by other departments. Since such products 

were not investigated and tested in this thesis, no more detailed 

recommendations can be given.  

As already mentioned in theory, the best training data is not the 

hypothetical data, but the data that can be collected from conversations 

with people. It was also mentioned that the training of a chatbot never 

ends. It is once again recommended at this point that if a chatbot is used, 

it should be ensured that the training process is a recurring process that 

takes place regularly.  
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Weak training or an insufficient amount of data leads to weak chatbot 

service. This was also noticed in the development of the chatbot. After the 

number of 12 utterances was increased to over 30, this was also 

noticeable in the intent classification. Intent scores of new utterances, 

which were around 0.30 before the extension of the training data, 

subsequently had values 0.70. However, the number of utterances used 

per intent varies. The more intents are used, the more utterances per 

intent are needed. In this thesis, 39 intents were used, each with an 

average of 17 utterances.  

In the training data, the utterances can be equipped with punctuation 

marks such as coma, dot, question mark or ellipsis. Rasa differentiates 

strongly when using the punctuation marks when there is not much 

training data available. Tests showed that different confidence scores 

were achieved when checking the same utterance with different 

punctuation. Since nowadays chatting takes place partly without using 

punctuation, it is recommended to record the same utterances two or 

more times with different punctuation marks.  

Testing  

As shown above, the most important chatbot’s characteristic for the 

students was the correctness of the answers. Since the students are the end 

users, and thus the acceptance of the chatbot is determined by them, it is 

important to ensure the quality of the answers. To achieve this, testing the 

chatbot is a very good way. However, as soon as a first version or a 

prototype of the chatbot is available, this should be done by people who 

have nothing to do with creating the training data. As already mentioned in 

theory, a wide variety of sentence constructions can be used for user inputs, 

which can lead to weak intent classification results if not enough training 

data or insufficient training has been completed.  

This situation was observed when the created bot was presented to the 

client and two fellow students for testing. While the author as the creator 

of the chatbot knew the data model very well and knew exactly which 

questions had to be asked how to get the desired result, this was not the 

case for the other three persons. A person independent of the chatbot 

development does not know what the NLU model looks like. Their inputs to 

the chatbot will therefore not be based on the defined utterances within 

the training data but will be entered exactly as they fall into the person’s 
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mind. The omission of keywords, typing errors or excessive reformulations 

finally showed that the confidence score was so low that it was answered 

by the utter_default. And that is good feedback which helps to expand the 

training data and the training of the chatbot.  

For this reason, it is proposed to have the chatbot tested by people who 

have nothing to do with the development. In order to obtain a wider range 

of data, it could even be proposed here to have the chatbot tested by 

people with different demographic characteristics such as age, educational 

level, country of origin, knowledge of English or degree course.  

  

Treml (2018d) also suggested testing the chatbot by a crowd but in a much 

wider range. After crowd testing or exploration testing, one gets finally 

many new utterances which can flow into the training data. (Treml, 2018d)  

  

    

CONCLUSION AND RECOMMENDATION  
 

The teaching of the chatbot provided by Rasa Technologies GmbH is done 

manually by the user. The first step is to collect, record and store training 

data. Based on this data, the NLU and dialog models are created, which can 

be extended further. The training takes place via command line input or can 

be handled by Python scripts. In the interactive learning mode, the chatbot 

can be given feedback on his reactions during the chat in order to improve 

its chat behavior. The training is a process that should be repeated at 

regular intervals. Using third-party software, training data and training 

processes can also be managed through a graphical web user interface. The 

chatbot's answers are only as good as the training it receives. The quality of 

the training, in turn, depends on the training data. The bot showed that, 

with 39 intents, averaging about 17 utterances each, it was able to classify 

the intents correctly and give answers quickly and correctly when the 

utterances were included in the training data. Intents that were rich in 

training data were also able to come through with a typo. However, to 

improve the chatbot in such a way that user input with varying vocabulary 

or omissions of punctuation marks can bypass a fallback action filter, more 

training and a much higher amount of training data are required.   

The manual installation of the Rasa Stack on a server can have its hurdles 

due to software dependencies. To avoid this, pre-built Docker images can 
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be used to automate the installation. A working Rasa chatbot can thereafter 

be connected to various messaging and voice platforms such as Slack, 

Telegram or Facebook using an API. This enables it to interact with users on 

these platforms. The integration into the own web page can be 

accomplished with the help of third-party software without a large effort.   

The chatbot’s answers have been hardcoded and mainly based on the 

information available on The AI Institute website.  

In case of operation, it is recommended to collect further training data and 

to deal deeper with the chatbots’ training. It should also be considered 

whether to use the free or the commercial version, which offers better 

customer support. In order to ensure the chatbot’s quality it is suggested to 

elaborate a test procedure and to carry out corresponding tests with it.   
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AUTHOR’S REFLECTION  
 

The chatbot prototype's development was successful from the author's 

point of view. It can be trained, questions answered and embedded into 

existing environments. The questions could be answered within the defined 

scope. The answers do not provide a recommendation as to whether the 

product should be used in the end or not.   

In order to make a qualitative statement about it, a product analysis and 

corresponding evaluation of the competing products is required, which was 

not examined in this thesis. It can also be said that the research questions 

could be examined with a different approach in more depth and answered 

in more detail, but this requires a longer investigation and the application 

of certain methods and metrics. Nevertheless, the author is of the opinion 

that the thesis provides a good insight into the topic on which The AI 

Institute can rely in its future choice of chatbot.   
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SURVEY ON INFORMATION RETRIEVAL AT The AI Institue       Appendix 1/1 

  

What is your gender?  

☐ Female  

☐ Male  

☐ Prefer not to say  

  

  
What is the country of your home university?  
<List of countries>  

  

  
How long have you been or were you at The AI Institute?  

☐ One semester  

☐ Two semester  

☐ More than two semester  

  

  
Which degree programme are you visiting or have you visited at The AI 
Institute? 
 <List of degree programmes>  
  

  
You are …  

☐ … an International student  

☐ … a double degree student  

☐ … an enrolled The AI Institute student  

  

  
How did you become aware of your studies at The AI Institute? (Multiple answers 

possible)  

☐ Home university (Partnership, advertising, guest lecturers, etc.)  

☐ Fellow students of the home university  

☐ The AI Institute’s website  

☐ Internet search engines (Google, Bing, etc.)  

☐ Friends  

☐ Other  

  

  
Did you have contact with the international office of The AI Institute before, during 
or after your stay at The AI Institute?  

☐ No  

☐ Yes  

  

  
Could you give the reason(s) why did you got in touch with the international office? 
What kind of questions, problems or suggestions did you have? 
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 <Empty space for text>  
  

  
Did you have contact with the customer service / secretary’s office of The AI 
Institute before, during or after your stay at The AI Institute?  

☐ No  

☐ Yes  

  

Appendix 1/2  
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Could you give the reason(s) why did you got in touch with the customer service / 

secretary’s office? What kind of questions, problems or suggestions did you have? 

<Empty space for text>  

  

  

Where did you got information on The AI Institute’s school-related issues such as 

locations, study programmes, infrastructure, modules, etc.? (Multiple answers 

possible)  

☐ Home university  

☐ Fellow students of the home university  

☐ The AI Institute’s website  

☐ The AI Institute’s tutors  

☐ The AI Institute’s international Office  

☐ The AI Institute’s customer service / secretary’s office  

☐ Other exchange students (via e-mail, WhatsApp, etc.)  

☐ Social media (Facebook, Instagram, Twitter, YouTube, etc.)  

☐ Other  

  

  

Where did you got information about private-related issues such as Paris, shopping, 

living, transport, parties, etc.? (Multiple answers possible)  

☐ Home university  

☐ Fellow students of the home university  

☐ The AI Institute’s website  

☐ The AI Institute’s tutors  

☐ The AI Institute’s international Office  

☐ Other exchange students (via e-mail, WhatsApp, etc.)  

☐ Social media (Facebook, Instagram, Twitter, YouTube, etc.)  

☐ Internet search engines (Google, Bing, etc.)  

☐ Other  

  

  

Was there any information that was very difficult to find?  

☐ No  

☐ Yes  

  

  

What information was difficult to find?  
<Empty space for text>  

  

  

Did you had questions which were asked to The AI Institute but which were 

answered only partially, inaccurately, too late or not at all?  

☐ No  

☐ Yes  

  

  

Is there any information that you would have liked to know before your arrival in 

Hämeenlinna that would have helped you a lot with your preparation?  
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☐ No  

☐ Yes  

  

Appendix 1/3  

  

  

What information would you have liked to have had early enough? 
<Empty space for text>  
  

  
Explanation of a chatbot: A chatbot is a text-based dialogue system that allows 
chatting with a technical system. It has one area each for text input and output, which 
can be used in natural language to communicate with the system behind it 
(Wikipedia).  
  

  
Assuming a chatbot would be available on The AI Institute’s website that could 
answer students’ questions immediately, would you use it?  

☐ Yes  

☐ No  

  

  
Assuming a chatbot would be available on The AI Institute’s website that could 
answer students’ questions immediately, would you consider the chatbot as your 
first port of call for questions?  

☐ Yes  

☐ No  

  

  
Assuming a chatbot would be available on The AI Institute’s website that could 
answer students’ questions immediately, on which topics should he be able to give 
information? Please select the, in your opinion, three most important ones.  

☐ University and its infrastructure  

☐ Degree programmes and contact persons  

☐ Cafeteria and the food  

☐ Student accommodation  

☐ Town of Paris  

☐ Transport possibilities in Paris  

☐ Sports, leisure and travel activities  

☐ Shopping opportunities  

  

  
Assuming a chatbot would be available on The AI Institute’s website that could 
answer students’ questions immediately, which feature would be the most 
important to you?  

☐ Friendliness of the chatbot  

☐ Quality / Correctness of the chatbot’s responses  

☐ Amount of knowledge of the chatbot  

☐ Availability of the chatbot  
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 Appendix    

 

3/1 

INTERVIEW QUESTIONS  

  

  

How often are you contacted by people and institutions?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Which channels are used to establish contact?  

☐ E-mail  ☐ Phone  ☐ Linkedin  ☐ Facebook  

☐ Letter  ☐ Personal visit ☐ WhatsApp  ☐ Instagram  

☐ Other  

  

  

What is the most used information channel?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

What are the reasons for contacting you?  

☐ Requests for information ☐ Complaints ☐ Subsequent document delivery  

☐ Other   

  

  

How many requests do you get on average per day / week / month?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Are there certain times or periods at which more or less requests than usual are 

received?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

From whom are the requests?  

☐ Press/Newspaper  ☐ Active students  ☐ Potential students  

☐ Researchers  ☐ Universities  ☐ Lecturers  

☐ Exchange students  ☐ Job seekers  ☐ Other  
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What kind of requests are there?  

☐ Questions about the study programmes  ☐ Questions about internships  

☐ Questions about possible exchange semesters ☐ Questions about tuition fees  

☐ Questions about final/research/final projects ☐ Questions about the campus  

☐ Technical questions e.g. about the user account  

☐ Questions about leisure time (traveling, skiing..)  

☐ Questions about the status of something  

  

3/2 

  

What is the course of the conversation, are there several back-and-forth actions or 

are most inquiries clarified with one or two answers? 

________________________________________________  
________________________________________________  
________________________________________________  

  

  

On average, how long does it take to answer a request?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Do you think that the processing of requests could be faster? If yes, how?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

How many employees do you have who take care of these inquiries?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

How many hours a day do you estimate, are you and your department busy 

answering questions?  
________________________________________________  
________________________________________________  
________________________________________________  
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Are requests only processed during service hours?   
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Are inquiries also processed at weekends, during semester holidays, during 

lunchtime and breaks, or only during the official service hours?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Were there situations in which requests remained unanswered for a longer period of 

time? If yes, why?   
________________________________________________  
________________________________________________  
________________________________________________  

  

  

3/3 

  

Is the availability of the requested information guaranteed? Is it possible to find the 

information they are requesting/looking for on the Internet or on your website?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Are there questions that cannot be answered without your help? Are there 

information that cannot be found on the website or on your social media platforms?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

There were students who indicated that they had to contact The AI Institute because 

of the Learning Agreement. What exactly is their concern? How exactly does this 

procedure work?  
________________________________________________  
________________________________________________  
________________________________________________  
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Would you be happy if frequently asked questions were reduced by the introduction 

of a chatbot?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

Is there any information that you think the chatbot should be able to answer 

unconditionally (Are there, from your point of view, any very important 

things/answers that the future chatbot must have/know for sure)?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

In answer to the question "Assuming a chatbot would be available on The AI 

Institute’s website, which could answer questions of the students immediately, on 

which topics should he be able to give information? Please select the, in your 

opinion, three most important ones”, I got the following results. Are you of the same 

mind?  
________________________________________________  
________________________________________________  
________________________________________________  

  

  

In answer to the question "Was there any information that was very difficult to find? 

What information was difficult to find?”, I got the following result. Is this information 

provided somewhere, or is it really missing?  
________________________________________________  
________________________________________________  
________________________________________________  

  

 

 

 

                                                                       3/4 
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In answer to the question "How did you become aware of your studies at The AI 

Institute?”, I got the following result. Very many have indicated that there are 

partnerships between their university and The AI Institute. However, are there 

people who contact The AI Institute directly to negotiate an exchange semester or a 

double degree? ________________________________________________  
________________________________________________  
________________________________________________  

  

  

In answer to the question "Where did you got information on The AI Institute's 

school-related issues such as locations, study programmes, infrastructure, modules, 

etc.? (Multiple answers possible)?”, I got the following result. Do you have any other 

places where you provide school-related stuff?  
________________________________________________  
________________________________________________  
________________________________________________  
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SYSTEM AND SOFTWARE INFORMATION              Appendix 2 

  

  
Hardware  
========  

  
Running on    VMware Virtual Platform  
Hard disk    34 GB, SCSI Hard disk  
Memory    2 GB RAM  
Swap    2 GB HDD  
CPU      1  
Architecture   x86_64  
Model name    

      

  

Intel(R) Xeon(R) CPU E5-2667 v4 

@ 3.20GHz  

  

  
Operating System  
================  

  
Operating System  Linux Ubuntu 18.04.1 LTS  
Kernel Version   

  

  

4.15.0-43-generic  

  
Software  
========  

  
Anaconda    1.7.2  
Apache2    2.4.29  
Build-essential   12.4  
Conda    4.6.7  
Git-core    2.17.1  
Npm      3.5.2  
NodeJS    8.10.0  
Python    3.6.4  
Python-dev    

  

2.7.15  
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Appendix 3 

INSTALLED PYTHON PACKAGES  

  

  
### rasa_nlu gevent==1.3.7 klein==17.10.0 boto3==1.9.71 

typing==3.6.6 future==0.17.1 six==1.12.0 jsonschema==2.6.0 

matplotlib==2.2.3 requests==2.21.0 tqdm==4.28.1 

numpy==1.14.5 simplejson==3.16.0  

  

  
### Sklearn spacy==2.0.18 scikit-learn==0.19.2 sklearn-

crfsuite==0.3.6  

  

  
### rasa_core apscheduler==3.5.3 fakeredis==0.10.3 

graphviz==0.10.1 h5py==2.8.0 jsonpickle==0.9.6 

keras==2.2.4 pandoc==1.0.2 redis==2.10.6 

tensorflow==1.10.0 networkx==2.2 ConfigArgParse==0.13.0 

pykwalify==1.6.0 coloredlogs==10.0 ruamel.yaml==0.15.83 

flask==1.0.2 rasa_nlu==0.13.8  

  

  
### additional pypandoc==1.4 service-identity==18.1.0 

rasa_core==0.12.3  
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NLU_MODEL.PY                                                                                                                       Appendix 4 

 from rasa_nlu.training_data import load_data 

from rasa_nlu.config import 

RasaNLUModelConfig from rasa_nlu.model import 

Trainer  
from rasa_nlu.model import Metadata, Interpreter 

from rasa_nlu import config  
 def 

train_nlu():  
    training_data = load_data('./data/data.json')     

trainer = Trainer(config.load('config_spacy.json'))     

trainer.train(training_data)  
    model_directory = trainer.persist('./models/nlu' ,           

fixed_model_name = 'hamknlu')  
 def run_nlu():     

interpreter =  
Interpreter.load('./models/nlu/default/hamknlu')     

print(interpreter.parse(u"How much does the          

accommodation cost?"))  
 if __name__ == 

'__main__':  
    #train_nlu()  
    #run_nlu()  
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    Appendix 5 

                         TRAIN_INIT.PY   

  
from __future__ import absolute_import 

from __future__ import division  
from __future__ import unicode_literals  

  
import logging  

  
from rasa_core.agent import Agent  
from rasa_core.policies.keras_policy import KerasPolicy  
from rasa_core.policies.memoization import 

MemoizationPolicy  
from rasa_core.policies.fallback import FallbackPolicy  
 if __name__ == 

'__main__':  
        logging.basicConfig(level='INFO')  

  
        training_data_file = './data/stories.md'         

model_path = './models/dialogue'         

fallback =  
FallbackPolicy(fallback_action_name="action_default_fallba 

ck", core_threshold=0.3, nlu_threshold=0.3)  
  
        agent = Agent('hamk_domain.yml', policies =  
[MemoizationPolicy(max_history=3),  
KerasPolicy(max_history=3), fallback])  

  
        data = agent.load_data(training_data_file)         

agent.train(data)  
        agent.persist(model_path)   
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from __future__ import absolute_import 

from __future__ import division from 

__future__ import print_function from 

__future__ import unicode_literals  
  
import logging  

  
from rasa_core.agent import Agent  
from rasa_core.policies.keras_policy import KerasPolicy  
from rasa_core.policies.memoization import 

MemoizationPolicy  
from rasa_core.interpreter import 

RasaNLUInterpreter from rasa_core.train import 

interactive from rasa_core.utils import 

EndpointConfig  
  
logger = logging.getLogger(__name__)  

   
def run_lisa_online(interpreter,  
                          domain_file="hamk_domain.yml",  
                          

training_data_file='data/stories.md'):  
    action_endpoint =  
EndpointConfig(url="http://localhost:5055/webhook")  

  
    agent = Agent(domain_file,  

                   
policies=[MemoizationPolicy(max_history=30),  
KerasPolicy(max_history=30, epochs=50, batch_size=150)],                   

interpreter=interpreter,  
                                  

action_endpoint=action_endpoint)  
  
    data = agent.load_data(training_data_file)     

agent.train(data)  
    interactive.run_interactive_learning(agent, 

training_data_file)     return agent  
  if __name__ == 

'__main__':  
    logging.basicConfig(level="INFO")     

nlu_interpreter =  
RasaNLUInterpreter('./models/nlu/default/hamknlu')     

run_lisa_online(nlu_interpreter)   
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DIALOGUE_MGMT_MODEL.PY                                                                                               appendix 7 

from __future__ import absolute_import 

from __future__ import division from 

__future__ import print_function from 

__future__ import unicode_literals  
 import logging 

import rasa_core  
  
from rasa_core.run import serve_application from 

rasa_core.agent import Agent  
from rasa_core.policies.keras_policy import KerasPolicy  
from rasa_core.policies.memoization import 

MemoizationPolicy  
from rasa_core.interpreter import 

RasaNLUInterpreter from rasa_core.train import 

interactive from rasa_core.utils import 

EndpointConfig from rasa_core.run import 

serve_application from rasa_core import config  
  
logger = logging.getLogger(__name__)  
 def train_dialogue(domain_file = 'hamk_domain.yml', 

model_path = './models/dialogue', training_data_file 

= './data/stories.md'):  
  
    agent = Agent(domain_file, policies = 

[MemoizationPolicy(), KerasPolicy(max_history=3, 

epochs=300, batch_size=50)])  
    data = agent.load_data(training_data_file)  

  
    agent.train(data)  

  
    agent.persist(model_path)     

return agent  
 def 

run_lisa_online(serve_forever=True):  
    interpreter =  
RasaNLUInterpreter('./models/nlu/default/hamknlu')     

action_endpoint =  
EndpointConfig(url="http://localhost:5055/webhook")     

agent = Agent.load('./models/dialogue',  
interpreter=interpreter, action_endpoint=action_endpoint)     

rasa_core.run.serve_application(agent  
,channel='cmdline')     

return agent  
 if __name__ == 

'__main__':  
    logging.basicConfig(level="INFO")     

nlu_interpreter =  
RasaNLUInterpreter('./models/nlu/default/hamknlu')     

run_lisa_online(nlu_interpreter)   

  

  

 


