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Abstract

The balance control system, crucial for maintaining stability and preventing falls,
has garnered signiĄcant attention due to its decline in the elderly and individuals
with various pathologies. As the global aging population continues to grow and life
expectancy increases, preserving mobility has become increasingly vital. This thesis
addresses the pressing need for an accurate, portable, and affordable device for fall
detection.

The World Health Organization reports alarming statistics, with a substantial
percentage of individuals over 65 experiencing falls annually, often leading to severe
consequences. Traditional balance assessment methods rely on costly and immobile
dynamometric force platforms, limiting their practicality for widespread use.

Fall detection systems can help to mitigate this risk by alerting caregivers when
a fall has occurred. However, many existing fall detection systems are expensive,
bulky, and/or require specialized installation.

Recent years have witnessed a remarkable shift towards body-wearable sensor
technology, offering an innovative approach to assessing an individualŠs motion and
activity. These sensors, including accelerometers and gyroscopes, enable cost-effective,
portable, and versatile solutions for measuring three-dimensional movements. This
development aligns with the increasing importance of fall detection as falls become a
growing public health concern.

In this thesis, we propose a fall detection system that uses a neural network to
classify data from a tri-axial accelerometer tri-axial gyroscope, and a pressure sensor.
Our system is designed to be low-cost, portable, and easy to install.

The aim of this study is to develop a high-accuracy model that is small enough to
run on an embedded controller and also to improve the model to work with different
datasets. Lastly, assess the beneĄt of adding a pressure signal to the dataset.

We evaluated our system on two datasets the SisFall dataset, and a self-collected
dataset. A combined dataset that includes data from SisFall and self-collected
datasets was also assessed. Moreover, the self-collected dataset contains in addition
to a pressure signal a new fall type which was not introduced in the SisFall dataset
which is Syncope. Our system achieved a testing accuracy of 99.38% on the combined
dataset, demonstrating its potential for use in a real-world setting. moreover, adding
the pressure signal to the training data led to improving the accuracy slightly and
lowered the false positive and false negative when compared to the results of training
the model without the inclusion of the pressure signal.

Our system has the potential to improve the safety and independence of individuals
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of all ages, including elderly individuals and workers, by ensuring immediate assistance
is provided when a fall incident happens. This rapid response not only reduces the
time between the incident and help arriving but also signiĄcantly diminishes the
potential consequences of the fall.
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Chapter 1

Balance System in Humans

1.1 Introduction

Researchers and clinicians have been compelled to gain a deeper understanding of the
balance control system due to its deterioration in the elderly and various pathologies.
This necessity arises from the growing aging population and increased life expectancy,
making the preservation of mobility increasingly vital. Consequently, efforts are being
made to comprehend the functioning of the balance control system and establish
methods to assess its condition accurately [1].

There are three primary sensory systems crucial for maintaining balance and
posture. Vision plays a key role in planning our movement and navigating around
obstacles. The vestibular system acts as our internal "gyro," detecting linear and
angular accelerations. The somatosensory system comprises numerous sensors that
perceive the position and speed of each body segment, detect contact with external
objects (including the ground), and determine the orientation of gravity [1].

The World Health Organization (WHO) reports that roughly 28% to 35% of those
over 65 have a fall each year. When referring to older people above the age of 70, this
ratio rises to 32Ű42%. According to projections, the number of people over 65 in the
world will rise by 21.64% by the year 2050. Due to variables including diminished leg
strength, long-term pharmaceutical side effects, eyesight impairments, and a general
reduction in tissue strength, the impact and danger of falls tend to dramatically
grow as individuals age. Falls can result in wounds that cause discomfort, disabling
conditions, and in severe cases, early demise [2].

Traditionally, balance assessment has relied on the use of a dynamometric force
platform, which is an instrument used to measure the forces exerted by a person
on a support base. It enables the evaluation of postural sway by recording the
displacement of the center of pressure, which represents the point where the ground
reaction force is applied. While force platform-based assessments are considered
the gold standard for measuring balance in both healthy and diseased individuals,
they have limitations. These evaluations require clinical expertise and a specialized
laboratory space. Additionally, they are costly, heavy, and not easily transportable,
making them impractical for conducting balance assessments outside of the laboratory
setting, such as in a patientŠs home, which may be necessary in certain clinical
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Chapter 1 Balance System in Humans

scenarios where visiting a lab is challenging for the patient [3].

In recent years, there has been a signiĄcant development in the use of body-wearable
sensor technology, which relies on electromechanical sensors, to accurately detect and
monitor the bodyŠs movements and physical activity in unrestricted conditions. This
technology offers a new approach to assessing an individualŠs motion and activity. For
instance, the combination of multiple accelerometers and angular-rate sensors, such as
gyroscopes, shows great potential in creating hybrid kinematic sensor modules capable
of measuring the three-dimensional movements of various body segments. One of the
key advantages of using body-wearable sensors is their affordability, making them
a cost-effective option. Additionally, this technology does not necessitate a speciĄc
environment or the installation of any particular infrastructure, further enhancing
its practicality and versatility [3].

This chapter will provide a global overview of the state of the art regarding human
balance. In the following sections, we will delve into the balance system in healthy
humans, exploring the three primary sensory systems involved in maintaining balance
and posture: vision, the vestibular system, and the somatosensory system. We will
then shift our focus to fall detection in the elderly, discussing the challenges and
available methods in identifying falls. Additionally, we will examine statistics related
to fall detection and injuries. Finally, we will explore traditional methods used to
prevent falls before introducing smart and innovative approaches that have emerged
in recent years.

1.2 Balance system in healthy humans

1.2.1 Introduction

The upright stance position is intrinsically unstable since even the slightest deviation
from perfect alignment creates gravitational forces that cause the body to move
towards the ground. Stability is achieved by generating appropriate torques in the
joints to correct for deviations from the desired orientation, which are detected
by sensory systems such as somatosensory/proprioceptive, visual, and vestibular
systems. Balance control can be seen as a closed-loop feedback control system Figure
1.1, where integrating sensory orientation information is a crucial part of the overall
system. However, the feedback nature of the system imposes limitations on the
sensory integration process. Analyzing body sway resulting from balance disruptions
enables the measurement of "sensory weights," representing the relative contribu-
tions of different sensory systems to estimate the internal orientation and generate
corrective actions. Research demonstrates that sensory weights are not Ąxed, but
vary depending on environmental conditions, experimental factors, and neurological
disorders affecting the quality of sensory information from different systems. Rapid
changes in environmental conditions necessitate swift sensory reweighting to prevent
instability caused by insufficient or excessive corrective action [4].
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1.2 Balance system in healthy humans

Figure 1.1: Block diagram showing interconnections of components of a closed-loop
negative-feedback control system capable of maintaining a stable upright
stance [4].

1.2.2 Control of balance and posture

The term "posture" refers to the bodyŠs position in space and serves the purpose
of maintaining balance during both dynamic movements and stillness. Posture
is inĆuenced by various factors, including neurophysiological, biomechanical, and
psychoemotional factors, which are connected to the evolutionary development of
species. Posture is an automatic and unconscious state that represents the bodyŠs
response to the gravitational force. It is sustained through the contraction of skeletal
muscles, coordinated by a range of stimuli of different natures and continuous
adjustments of neuromuscular nature. Therefore, posture can be deĄned as any
position that ensures balance maintenance with optimal stability, minimal energy
expenditure, and minimal stress on anatomical structures [5].

The postural control system serves two primary purposes: Ąrstly, it establishes
and maintains posture in response to gravity, ensuring balance; and secondly, it
establishes and maintains the orientation and position of body segments as a reference
for perception and action in relation to the external environment. These dual functions
rely on four key components: reference values, which include the orientation of body
segments and the position of the center of gravity (forming an internal representation
known as the postural body scheme); multisensory inputs that regulate the orientation
and stabilization of body segments; and adaptable postural reactions or anticipations
that enable balance recovery following disturbances or postural stability during
voluntary movement [6].

1.2.3 Functional Neuroanatomy for Posture and Gait Control

One important aspect of cortical control in posture is understanding how the brain
obtains an internal representation of body motion and the vertical position. The
perception of postural verticality relies on the integration of visual, somatosensory,
and vestibular information. Among these sensory inputs, the vestibular system plays
a crucial role due to its direct connection to gravity and its ability to provide the brain
with information about three-dimensional head movements. Vestibular signals are
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transmitted to the posterior thalamus through bilateral vestibulothalamic projections.
Although there is no single cortical area exclusively dedicated to vestibular input,
various regions in the cerebral cortex receive vestibular information, including the
frontal eye Ąeld, PM, somatosensory cortex, ventral intraparietal cortex, medial
superior temporal area, and parieto-insular vestibular cortex (PIVC) [7].

Postural dyscontrol can arise from various factors that impact the sensorimotor
system, including pathological conditions that affect one or multiple components.
Additionally, age-related changes can contribute to postural dyscontrol due to the
natural decline in the efficiency of the vestibular, visual, and proprioceptive functions.
As a result, neuromusculoskeletal disorders can lead to the deterioration of the
postural control system [1].

The central nervous system combines sensory information and transmits neural
signals to the muscles, leading to the generation of neuromuscular responses. The
underlying concept is that postural stabilization relies on a feedforward mechanism,
where control is executed through a series of anticipatory motor commands [8].

1.2.4 Mechanical control of balance and posture

The center of pressure (COP) Figure 1.2, which is the point where the resultant
ground reaction force (GRF) is applied to a body, provides valuable information for
assessing postural stability. This is because balance control aims to regulate the
center of mass (COM) of the human body by adaptively changing the position of
the COP. By using Newtonian mechanics to develop two equations that relate the
two-dimensional COP coordinates to the GRF components, one can easily determine
the location of the COP using a force plate. An important property of these two
equations is that for a given COP position, there exists an inĄnite number of GRF
component combinations that can satisfy these two equations [9].

Figure 1.2: This Figure shows the center of mass (CoM), ground reaction force (GRF),
and center of pressure (CoP). [10].
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To maintain balance, the center of mass (COM) needs to stay within the boundaries
of the support area. To achieve this, the postural control system must create
stabilizing forces that adjust the position of the center of pressure (COP) in response
to changes in the COM [1, 11].

A typical force plate Figure 1.3 has four force transducers positioned at the corners
of the force plate. The coordinate system used to measure forces has three axes
labeled as x, y, and z, which correspond to the medial-lateral, anterior-posterior, and
vertical directions, respectively. The center of the force plate is located at the origin
of the coordinate system. ItŠs important to note that the arrows associated with
each axis indicate the positive direction in which the corresponding axis points [9].

Figure 1.3: Force plate, its coordinate system, its three geometrical parameters, and
locations of the four force sensors [9].

Assuming Fi represents the GRF component at the ith corner of the force plate,
and fx, fy, and fz represent the components of the GRF in the medial-lateral, anterior-
posterior, and vertical directions, respectively, the vector f can be used to represent
the resultant GRF.

f = fxi + fyj + fzk = F1 + F2 + F3 + F4 (1.1)

The unit vectors i, j, and k correspond to the x, y, and z-axes, respectively. Fiz

represents the vertical component of Fi and the vertical component of the resultant
GRF f can be expressed using Fiz.

fz = F1z + F2z + F3z + F4z (1.2)

The components of Fi in the medial-lateral and anterior-posterior directions are
represented by Fix and Fiy, respectively. Using Fix and Fiy, the corresponding
medial-lateral and anterior-posterior components of the resultant GRF f can be
determined using Eq.(1.3) and Eq.(1.4).

5



Chapter 1 Balance System in Humans

fx = F1x + F2x + F3x + F4x (1.3)

fy = F1y + F2y + F3y + F4y (1.4)

To calculate the coordinates of the COP, we need to have knowledge of three
geometrical parameters of the force plate: dx, dy, and dz. These parameters are
illustrated in Figure 1.3, where dx and dy represent the distances from the coordinate
axes to the force sensors along the x-axis and y-axis, respectively, and dz represents
the distance from the origin of the coordinate system to the support surface of
the force plate along the z-axis. Once dx, dy, and dz are known, we can use
Newtonian mechanics to derive equations Eq.(1.5) and Eq.(1.6) that determine the
COP coordinates [9].

COPx =
dxFxz + dzfx

fz

(1.5)

COPy =
dyFyz + dzfy

fz

(1.6)

where:
fxz = F1z + F4z − F2z − F3z (1.7)

fyz = F1z + F2z − F3z − F4z (1.8)

Eq.(1.7) shows how the four vertical components of the GRF are combined to affect
the movement of the COPx, which represents the medial-lateral direction coordinate
of the COP. Likewise, Eq.(1.8) illustrates how the four vertical components of
the GRF are combined to alter the movement of the COPy, which represents the
anterior-posterior direction coordinate of the COP [9].

When standing still, the force of gravity acting on the body is much stronger than
the force of inertia in the vertical direction. Therefore, it is assumed that the vertical
component of the resultant GRF, fz, is equal to the weight force acting on the body.
This simpliĄes calculations, and when combined with the mass of the subject (M)
and acceleration due to gravity (g), allows for the determination of other parameters
related to postural stability. we have:

fz = F1z + F2z + F3z + F4z ≈ Mg (1.9)

Under the assumption of a constant fz, Eq.(1.5) and Eq.(1.6) can be rewritten as:

COPx = cxzFxz + czzfx (1.10)

COPy = cyzFyz + czzfy (1.11)

Where cxz = dx/Mg, czz = dz/Mg, and cyz = dy/Mg. Eq.(1.10) shows that COPx
is determined by its vertical GRF component Fxz and its medial-lateral horizontal
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GRF component fx. Similarly, Eq.(1.11) indicates that COPy is determined by its
vertical GRF component Fyz and its anterior-posterior horizontal GRF component
fy.

1.2.5 Inverted pendulum model

The relationship between the resultant COP and the COM during the quiet stance can
be analyzed using a bio-mechanical model of balance, commonly called an Inverted
pendulum model. This model assumes that the human body can be treated as a
single solid object connected to the ground through the ankle joint. By visualizing
the body in a standing position as a pendulum swinging from the ankle, the control
of posture is conceptualized as a feedback control system. In this system, the center
of mass (COM) of the body is regarded as the output and a passive variable, while
the center of pressure (COP) is viewed as the control variable [11, 12].

There are multiple techniques available to estimate the center of mass (COM) of an
individual. One widely used method involves analyzing data from an accelerometer
positioned on the sacrum of the person, which is generally considered the optimal
location for tracking the COM. While this method can provide accurate outcomes
when the individual is standing still or walking in a straight line, it might not be
suitable for evaluating the COM when the person is swaying markedly or performing
movements like reaching tasks. This technique relies on a simpliĄed model that treats
the body as a single inverted pendulum rotating around the ankle joint (assuming
minimal movement at the hip joint). However, this assumption isnŠt always valid,
particularly when the person exhibits substantial swaying motions [3].

Figure 1.4 illustrates a subject standing erect on a force plate and swaying back
and forth. Each Ągure in the sequence depicts the evolving situation at Ąve distinct
points in time, capturing the changes in the subjectŠs posture and movement over
time.

At Time 1, the center of gravity (COG) of the body is positioned ahead of the
center of pressure (COP), and the angular velocity (w) is assumed to be clockwise.
The bodyŠs weight (W) is balanced by the vertical reaction force (R), creating
a "parallelogram of forces" that acts at distances g and p from the ankle joint
respectively. ItŠs important to note that both W and R remain constant during quiet
standing. In this scenario, considering the body as an inverted pendulum pivoting
around the ankle, there is a counterclockwise moment equal to Rp and a clockwise
moment equal to Wg acting on the body.

Rp − Wg = Iα (1.12)

where:

• I is the moment of inertia of the total body about the ankle joint (kg·m2)

• α is the angular acceleration of the inverted pendulum (r·s−2)
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Figure 1.4: The subject is standing quietly on a force platform and swaying back and
forth. We have Ąve different points in the time described, each showing
the locations of the center of gravity (g) and the center of pressure (p),
as well as the associated angular accelerations (a) and angular velocities
(w) [12].

If the product of Wg (W multiplied by g) is greater than Rp (R multiplied by
p), the body will undergo a clockwise angular acceleration. To correct this forward
sway, the subject will increase their center of pressure (COP) by activating the
plantarĆexion muscles, causing the COP to shift anteriorly relative to the center
of gravity (COG) at Time 2. Now, Rp becomes greater than Wg. As a result, the
angular acceleration (α) will reverse its direction, causing the angular velocity (w) to
start decreasing. This reversal in w will continue until Time 3 when the time integral
of α results in a complete reversal of the angular velocity, effectively changing its
direction.

At this point, both the angular velocity (w) and angular acceleration (α) are
counterclockwise, indicating that the body is experiencing a backward sway. When
the central nervous system (CNS) detects this posterior shift of the center of gravity
(COG) and determines that it needs correction, the subject decreases plantar Ćexor
activation, causing the center of pressure (COP) to decrease until it lies posterior
to the COG. Consequently,α (the angular acceleration) reverses its direction and
becomes clockwise again at Time 4. Following a period, the angular velocity (w)
will decrease and reverse, ultimately returning the body to its original conditions, as
observed at Time 5.

From the sequence of conditions observed in the center of gravity (COG) and
center of pressure (COP), it becomes evident that the plantar Ćexors and dorsiĆexors,
responsible for controlling the net ankle moment, play a role in regulating the
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bodyŠs COG. However, it is apparent that the dynamic range of the COP needs
to be somewhat greater than that of the COG. The COP must continuously move
anteriorly and posteriorly in relation to the COG. If the COG were allowed to move
within a few centimeters of the toes, it is possible that a corrective movement of the
COP to the extreme ends of the toes would not be sufficient to reverse the angular
velocity (w). In such a scenario, the subject would need to move a limb forward to
prevent the forward fall [1].

The difference between the center of mass (COM) and the center of pressure (COP)
is proportional to the acceleration of the COM [1].

COM − COP = KCOM¨ (1.13)

1.3 Approaches and principles of fall detection for elderly

The Ąeld of assistive technology for elderly individuals and patients has gained sig-
niĄcant attention in research. This is driven by the healthcare industryŠs increasing
need for such products and technology. As the global population of elderly individ-
uals grows rapidly, there is a corresponding rise in demand for healthcare systems.
Simultaneously, advancements in sensor, camera, and computer technologies have
made it possible to develop these assistive technologies [13].

Assistive technology plays a crucial role in enhancing the independence of elderly
individuals and patients while alleviating the strain caused by nursing shortages.
One such example is the fall detector, which contributes to increased safety and care.
Consequently, it boosts the self-assurance of the elderly and patients in maintaining
an independent lifestyle.

1.3.1 Specification of characteristic of FALL

In this section, we not only recognize different types of falls but also deĄne the unique
attributes associated with each type. It is essential to identify various types of falls
individually since we may need to address them differently. Additionally, specifying
the characteristics of falls serves as a valuable tool. It aids us in comprehending
existing algorithms and guides the development of new fall detection algorithms. This
is important because algorithms must be designed based on speciĄc fall characteristics.

Falls can be categorized into four types based on the circumstances in which they
occur: falls while sleeping (from bed), falls while sitting (from a chair), falls while
walking or standing on the Ćoor, and falls while standing on supports like ladders or
tools. Falls from standing on support primarily happen among working individuals,
although they occasionally occur among the elderly during household activities. The
elderly and patients are primarily at risk from the Ąrst three types of falls [13].
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The characteristics of fall from sleeping (or bed)

1. A fall is a process lasting 1 to 3 seconds, consisting of several sub-actions.

2. The person is lying in bed at the beginning of the fall.

3. The body reduces its height from the bed height to the lying height (lying on
the Ćoor). Within the portion of this period, the body will fall in a free fall
manner.

4. The lying body on the Ćoor is near the bed.

The characteristics of fall from sitting (or chair)

1. A fall is a process lasting 1 to 3 seconds, consisting of several sub-actions.

2. The person is sitting in the chair at the beginning of the fall.

3. The head reduces its height from the sitting height to the lying height (lying
on the Ćoor). During this period, the head will fall in a free-fall manner

4. The lying body on the Ćoor is near the chair.

The characteristics of fall from working or standing

1. A fall is a process lasting 1 to 2 seconds, consisting of several sub-actions.

2. The person stands at the beginning of a fall. Here we deĄne a fall as from
standing to lying on the Ćoor. Normal people may say that fall does not include
standing.

3. The head lies on the Ćoor at the end of the fall process. The head would lie on
the Ćoor motionless or with little motion for a while.

4. A person falls roughly in one direction. As a result, both the head and the
weight center of the person move approximately in one plane during falling.

5. The head reduces its height from the standing height to the lying height (lying
on the Ćoor). Within the portion of this period, the head will fall in a free fall
manner.

6. The lying head is within a circle centered at the foot position of the last standing
time and with the radium of the height of the person.

It is important to note that certain characteristics of falls can also be observed in
normal activities. For example, a crouch involves a rapid decrease in head height,
similar to a fall. Falls from a bed or chair tend to last longer due to the partial
support provided by the furniture. To establish more precise time limits for each
type of fall, we can gather additional statistical data [13].
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1.3.2 Class hierarchy of Fall detection methods

Extensive efforts have been dedicated to the development of fall detection technology,
driven by the signiĄcant demand, potential market, and societal value of such
products. In recent years, a range of technologies has been successfully developed.
Based on the approach used for fall detection, these technologies can be classiĄed
into three categories: wearable devices, ambiance devices, and camera-based (or
vision-based) methods. Wearable devices can be further categorized into posture
devices and motion devices. Ambiance devices can be divided into presence devices
and posture devices. Camera-based methods are classiĄed into three groups based on
the principles employed: inactivity detection, 2D body shape change analysis, and
3D head motion analysis. The hierarchical classiĄcation of fall detection methods is
illustrated in Figure 1.5.

Figure 1.5: The hierarchy of approaches and classes of fall detection methods for
elderly and patients [13].

While various approaches and methods exist for detecting falls in the elderly and
patients, there is a common framework shared by existing fall detection devices and
systems, as shown in Figure 1.6. The differentiation among these devices and systems
lies in the complexity of each component. For instance, the data acquisition stage
can range from a single simple sensor measuring one parameter to a combination
of multiple sensors and cameras working together to collect signal and video data.
Fall detection methods can also differ, ranging from a simple comparison of a sensed
parameter with a threshold to a sophisticated image processing algorithm involving
background subtraction, shape detection, and analysis of shape changes.
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Figure 1.6: General framework of fall detection and alert device and system for elderly
and patient [13].

1.4 Statistics about falls among elderly

Falls are a frequent occurrence and have signiĄcant Ąnancial implications, especially
among individuals aged 65 and above in the United States. However, it is important
to note that falls can be prevented and should not be considered an unavoidable
consequence of aging.

In the U.S., older adults aged 65 and above experience a fall every second of every
day, making falls the primary cause of injury and injury-related fatalities in this
age group. Approximately one in four older adults will experience a fall annually,
highlighting the signiĄcance of falls as a public health issue, especially within the
aging population.

Approximately 36 million falls are documented among older adults annually, leading
to over 32,000 fatalities. Emergency departments treat approximately 3 million older
adults each year for fall-related injuries. One out of every Ąve falls results in an
injury, such as fractures or head injuries. Hip fractures alone account for at least
300,000 hospitalizations among older individuals annually. Falls are responsible for
over 95% of hip fractures, typically occurring from sideways falls. Women experience
falls more frequently than men and constitute three-quarters of all hip fractures [14].

1.5 Conclusion

In conclusion, the Ąeld of fall detection for elderly individuals and patients has
witnessed signiĄcant advancements and research efforts due to its substantial demand,
potential market, and social value. By understanding the characteristics of falls and
employing various detection methods, such as wearable devices, ambiance devices,
and camera-based approaches, we can enhance the safety and well-being of the elderly
and patients, empowering them to maintain their independence and conĄdence in
daily living.
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State of the art

2.1 Introduction

The fall detection tool proves highly beneĄcial for elderly individuals, who face
an elevated risk of falling due to physical fragility. As people age, falls rise, and
extended periods of lying on the ground following a fall can lead to pressure sores,
dehydration, and other critical health issues. While there are various fall detection
tools accessible, most of them are expensive, stationary, and ineffective. Efficient fall
detection systems should be affordable, portable, and accurate, aiming to reduce the
impact of delayed medical care and lower the risk of falls.

Approaches based on wearable sensors, wearable sensor-based techniques, and
ArtiĄcial Intelligence are promising solutions, as non-wearable sensor technology can
be intrusive and ineffective in addressing adult isolation [15].

We may distinguish between two major categories of algorithms for wearable
technology: threshold-based and machine learning-based algorithms. Although
threshold-based algorithms have very good performance in terms of detection accuracy
and cheap computing cost, they are particularly challenging to modify for new types
of falls and user characteristics. Although machine learning techniques are thought
to be more advanced ways to Ąx this issue, they need a lot of samples to be successful,
and there are currently few datasets available to research these events [16].

2.2 Traditional Method (Threshold Method)

2.2.1 Introduction

Numerous methods utilizing portable sensors have been developed recently for the
automated detection of falls. Many strategies used the amount of the change in
acceleration to estimate falls. Focusing just on high acceleration, however, produces
just as many false positives as other activities, including sitting and jogging. Other
fall detection methods focus on detecting a change in body position following a fall.
These techniques are less successful when the falling posture is not horizontal and
may be impacted by activities with comparable posture [17].

When the peak values are either below or above the threshold, the threshold-based
fall detection algorithms can distinguish between falls and ADLs. Threshold-based
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methods have the beneĄts of being simple to implement in wearable sensors and
having minimal computational complexity. However, because thresholds are created
based on the bodily sensations experienced while falling and because set thresholds
cannot accommodate all sorts of individual habits of activities in everyday life,
threshold-based approaches are not appropriate to detect diverse types of falls [18].

Previous studies demonstrated the use of both an accelerometer and a gyroscope
sensor for fall detection. The accelerometer is a useful tool for measuring the impact-
induced change in body inertia during falls. In addition, the gyroscope simultaneously
offers distinctive knowledge of the bodyŠs rotational velocity during a fall occurrence.
A fall event causes a signiĄcant shift in angular velocity as well as acceleration.
Typical everyday activities donŠt show these changes. Therefore, several accelerations
and angular velocity thresholds were established to distinguish between a fall event
and an ADL [17].

In a variety of Ąelds of study, including navigation and robotics, as well as in the
analysis of human motion, precise orientation measurement is essential. Euler angles,
often referred to as Yaw, Pitch, and Roll angles, can be used to depict the spatial
orientation to describe the posture of the human body. The present orientation of
a body is described by this style of formalism as the result of three fundamental
rotations (the angles Yaw, Pitch, and Roll) beginning from a Ąxed reference frame,
which is the world frame. The axes of the Ąxed reference frame are denoted in Figure
2.1 [19].

Figure 2.1: Reference system for the Yaw, Pitch, and Roll angles [19].

2.2.2 Sensors Used in Fall Detection Systems

A subjectŠs body orientation cannot be accurately estimated by a single 3-axis
accelerometer that is worn around the waist. In reality, the output of a three-axis
accelerometer may be used to compute the Pitch and Roll angles to detect a subjectŠs
tilt, but it is not feasible to obtain the Yaw angle information. The angle between
a Ąxed heading point (e.g. Earth North) and the deviceŠs X-axis is known as yaw.
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This is because any rotation of the device around the gravity vector will not affect
the accelerometerŠs output when utilizing gravity as the single reference vector.

An accelerometer alone cannot determine tilt accurately because of inaccuracies
brought on by external accelerations and vibrations, which along with gravity makes
this instrument unreliable. It is feasible to utilize data from several sensors by
employing a suitable algorithm termed an orientation Ąlter to substantially boost the
accuracy of the orientation sensing capabilities. In this kind of device, MARG sensors
are employed to monitor three-dimensional rotational and translational motions. The
orientation Ąlter combines data from the MARG sensorŠs accelerometer, gyroscope,
and magnetometer to produce an accurate assessment of orientation with respect to
the EarthŠs magnetic Ąeld and the direction of gravity [19].

Accelerometers

Accelerometers are a form of portable, lightweight inertial sensor that offer a more
cost-effective and practical means of evaluation than those often used to create
posturographies. An accelerometer consists of a mobile bar hanging by micro-
machined springs that oppose the barŠs movement (and acceleration). The springs
notice their acceleration when this bar deviates. Triaxial accelerometers are used
in a device that can support up to three bars with their springs that independently
read motions in a dimension and provide activity logs on the three spatial axes [20].

The gravity unit (g), which is based on the acceleration that gravity causes on all
objects in ideal conditions (without resistance or friction of any type), serves as the
unit of measurement for these devices. Standard gravity or 9.8 meters per second
squared (m/s2), is equated to 1 g of acceleration. The International System of Units
uses this as the unit of acceleration measurement.

The use of accelerometers was Ąrst restricted to the tracking of physical activity
and the assessment of the duration of various activities categorized based on the
amount of exercise intensity or resting posture (standing, sitting, or lying down).

Figure 2.2: Model of accelerometer [21].
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Even older people have claimed that these gadgets encourage them to engage in
physical exercise. Because accelerometers are portable and may be fastened to the
trunk, arms, or any other desirable anatomical place, they have made it possible to
measure the motions of a personŠs everyday life. This feature is extremely valuable
in industries like medical, physiotherapy, and sports training since it allows for a tool
that can be customized to meet a wide range of measuring goals [20].

This characteristic makes it possible to create a tool that can be tailored to satisfy
a variety of measurement objectives, which is particularly beneĄcial in sectors like
healthcare, physiotherapy, and sports training.

Gyroscopes

Gyroscopes are devices affixed to a frame that can detect angular velocity if the
frame is rotating. Depending on the underlying physical principle and the underlying
technology, there are several classiĄcations of gyroscopes. Gyroscopes can be used
independently or as part of more sophisticated systems like the Attitude Heading
Reference System, Inertial Measurement Unit, Gyro-compass, and Inertial Navigation
System [22].

To measure the angular velocity, MEMS gyroscopes typically utilize a mechanical
device that vibrates as a sensor element. Since they donŠt have spinning components
that need bearings, they can be easily miniaturized and made using MEMS device
manufacturing methods. The basis for all MEMS gyroscopes with vibrating elements
is the transfer of energy between two vibration modes brought on by Coriolis
acceleration. An apparent acceleration that may be seen in a rotating frame of
reference is the Coriolis acceleration, which is proportional to the angular velocity
[22].

To better understand the concept, we can consider a particle of mass (m) moving
in space with a velocity (V )

An observer Ąrmly anchored to the z-axis will see the particle moving along the
z-axis with a Coriolis acceleration equal to ac = 2V ∗Ω once it is Ąxed to the reference
system in Figure 2.3a and rotating with an angular velocity Ω = Ωxi (with i the
unitary vector along the x-axis) around the x-axis, even though no actual force is
applied along the z-axis. The vibrating mass MEMS gyroscopeŠs primary physical
principle, which may be compared to a mass-spring system, is this Figure 2.3b [22].

16



2.2 Traditional Method (Threshold Method)

Figure 2.3: (a) Coriolis acceleration (ac) acting on a moving particle; and (b) mass-
spring model of a MEMS gyroscope [22].

Inertial Measurement Units (IMUs)

Contemporary electronics designs have embraced the principles of mechanics and
translated them into sensor technology. These sensors can be created using microelec-
tromechanical systems (MEMS). This innovative sensor technology allows for sensor
fusion, where multiple sensors and software are combined into a uniĄed package.
This approach offers solutions across diverse industries, such as information and
communications technology (ICT), the Internet of Things (IoT), and the automotive
sector. The integrated solutions are Ąne-tuned by semiconductor manufacturers, who
incorporate embedded compensation and sensor processing alongside a user-friendly
programmable interface [23].

MEMS technology enables the integration of precise gyroscopes, accelerometers,
magnetometers, and pressure sensors in various axes within a single device. These
combined devices, referred to as inertial measurement units (IMUs), are capable of
measuring and transmitting information about speciĄc forces, angular velocities, and
frequently, the orientation of a body. This technology facilitates the incorporation of
multiple sensor types into a uniĄed IMU conĄguration.

A crucial factor to consider when choosing an IMU is its degree of freedom. IMUs
are readily accessible with varying speciĄcations, ranging from two to ten degrees
of freedom. The term "freedom" carries diverse meanings based on the context. In
this instance, weŠre not discussing personal or political liberty, but rather referring
to the concept in the realm of physics, speciĄcally mechanics. Within mechanics,
degrees of freedom pertain to the translational and rotational elements that deĄne
the conĄguration or state of an object. For instance, when dealing with a solid body
in space, both translation and rotation consist of three elements each, resulting in a
total of six degrees of freedom Figure 2.4.
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Combining accelerometers (measuring velocity changes to determine position) and
gyroscopes (measuring angular velocity for orientation) enables devices to calculate
up to six degrees of freedom. However, the concept of exceeding six degrees of freedom
arises from IMU providers recognizing the potential for enhanced performance through
additional sensor fusion. By introducing an extra sensor, they enhance accuracy,
reduce errors, and gain valuable supplementary data for internal adjustments and
compensation. The inclusion of a magnetometer introduces a new layer of sensor data
by detecting EarthŠs magnetic Ąeld, enabling the determination of directional heading.
When this magnetometer data is integrated with accelerometer and gyroscope data,
manufacturers claim an additional three degrees of freedom. This gives rise to the
creation of a nine-degree of freedom IMU [23].

Figure 2.4: Six degrees of freedom. Possibilities of movement of a rigid body in 3D
space. Forward, backward, left, right, up, and down, plus rotations about
the three axes [23].

2.3 Machine Learning

2.3.1 Introduction

In recent years, the Ąeld of machine learning (ML) has undergone a remarkable
evolution, revolutionizing data analysis and intelligent computing applications [24].
As data availability continues to surge and computational capabilities advance,
machine learning has emerged as a pivotal technology capable of addressing complex
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challenges across diverse domains.
Unlike traditional programming paradigms, where explicit instructions are provided

to accomplish tasks, machine learning empowers systems to learn from experience
and enhance performance iteratively [25]. This shift has led to a surge in interest
and adoption of ML techniques, driven by their ability to tackle intricate problems
that traditional methods struggle to handle.

Machine learning encompasses various learning algorithms, broadly categorized into
supervised, unsupervised, semi-supervised, and reinforcement learning [26]. These
categories cater to a wide array of scenarios, from training models with labeled data
to discovering hidden patterns and enabling systems to make sequential decisions.

As we delve deeper into this Ąeld, weŠll explore the nuances of these learning
categories and delve into their applications in real-world scenarios. These learning
methods are becoming more and more popular every day which is shown in Figure
2.5 [25].

Figure 2.5: The worldwide popularity score of various types of ML algorithms (super-
vised, unsupervised, semi-supervised, and reinforcement) in a range of 0
(min) to 100 (max) over time where the x-axis represents the timestamp
information and the y-axis represents the corresponding score [25].

2.3.2 Types of Real-World Data and Machine Learning Techniques

Algorithms for machine learning often ingest and analyze data to discover patterns
relating to people, business processes, transactions, events, and so on. Following, we
go through major kinds of machine learning methods and types of real-world data
[25].

Types of Real-World Data

In the realm of machine learning models and data-driven real-world systems, the
indispensability of data is widely acknowledged. This data can take various forms,
including structured, semi-structured, and unstructured data. Additionally, a distinct
category known as ŠmetadataŠ plays a crucial role. Metadata encompasses information
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that provides insights into the data itself, offering contextual details, attributes, and
characteristics. It often includes speciĄcs such as the data collection timeframe, the
entity responsible for the collection, the semantic interpretation of various dataset
Ąelds, and the overall data structure. By furnishing this contextual layer, metadata
aids users in comprehending, interpreting, and efficiently managing the primary
dataset [25].

Structured: It is utilized by an entity or computer program and has a clearly deĄned
structure, complies with a data model that follows a standard order, is very
well-organized, and is simple to access. Structured data is often kept in a
tabular manner in well-deĄned systems like relational databases. Structured
data includes things like names, dates, addresses, credit card numbers, stock
information, geolocation, etc.

Unstructured: Conversely, unstructured data lacks a predetermined structure or
arrangement, posing greater challenges in terms of collection, processing, and
analysis. It predominantly comprises textual and multimedia content, rendering
its handling and interpretation more complex. Instances of unstructured
data encompass a wide array of sources, including sensor data, emails, blog
posts, wikis, word processing documents, PDFs, audio and video Ąles, images,
presentations, web pages, and a multitude of other business-related documents.

Semi-structured: Semi-structured data does not reside in a relational database like
the previously described structured data, but it does possess some organizational
characteristics that facilitate analysis. Semi-structured data includes but is not
limited to, documents in HTML, XML, JSON, and NoSQL databases.

Metadata: It is "data about data," not the typical form of data. The main distinc-
tion between "data" and "metadata" is that data are only the elements that
may categorize, quantify, or even document anything in relation to the data
attributes of an organization. However, metadata provides greater context for
data consumers by describing the pertinent data facts. The author, Ąle size,
date the document was created, keywords used to characterize the content, etc.
are some simple examples of a documentŠs metadata.

Types of Machine Learning Techniques

Supervised learning, Unsupervised learning, Semi-supervised learning, and Reinforce-
ment learning are the four main classes of machine learning algorithms as shown in
Figure 2.6. Following this, we quickly go through each sort of learning method and
the extent to which it may be used to address difficulties in the actual world [25].
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Figure 2.6: Various types of machine learning techniques [25].

Supervised: Supervised learning involves the machine learning process of acquiring
knowledge from sample input-output pairs to establish a functional relationship
between inputs and outputs. This is achieved by utilizing labeled training data
and a pool of training instances to deduce a predictive function. Supervised
learning is employed when speciĄc objectives are deĄned to be achieved from
a given set of inputs, reĆecting a goal-oriented strategy. Common tasks
within supervised learning encompass "classiĄcation," which segregates data
into categories, and "regression," which models data trends. To illustrate, an
instance of supervised learning involves foreseeing the class label or sentiment
associated with the text, such as a tweet or a product reviewŮreferred to as
text classiĄcation.

Unsupervised: Unsupervised learning involves the examination of datasets lacking
predeĄned labels, and it operates without human intervention, representing a
process driven solely by the data itself. This approach is extensively applied for
extracting inherent patterns, uncovering signiĄcant trends and structures, as
well as discovering natural groupings within outcomes, all within an exploratory
context. Predominant unsupervised learning tasks encompass clustering, den-
sity estimation, feature learning, dimensionality reduction, identiĄcation of
association rules, and anomaly detection.

Semi-supervised: Semi-supervised learning can be described as an amalgamation
of the aforementioned supervised and unsupervised approaches, functioning
with both labeled and unlabeled datasets. As such, it occupies an intermediate
position between learning "without supervision" and learning "with supervision."
In practical scenarios, instances of labeled data can be scarce in various contexts,
while unlabeled data are abundant, rendering semi-supervised learning valuable.
The overarching objective of a semi-supervised learning model is to yield
superior predictive outcomes compared to those attainable solely through the
use of labeled data in the model. Several application domains make use of
semi-supervised learning, including machine translation, fraud detection, data
labeling, and text classiĄcation.
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Reinforcement: Reinforcement learning stands as a distinct category within the
realm of machine learning algorithms, empowering software agents and ma-
chines to autonomously assess optimal actions within speciĄc contexts or
environments, all to enhance their effectivenessŮan approach rooted in the
dynamics of the environment itself. This learning paradigm hinges upon the
concepts of rewards and penalties, with its ultimate objective being to leverage
insights garnered from interactions with the environment to make decisions that
maximize rewards or mitigate risks. This methodology serves as a potent tool
for training AI models that contribute to increased automation or heightened
operational efficiency within intricate systems such as robotics, autonomous
driving, manufacturing, and supply chain logistics. However, itŠs important to
note that its application might not be the most suitable choice for addressing
fundamental or straightforward problems.

As a result, depending on the nature of the data stated earlier and the desired
result, various machine-learning approaches can play a key role in the development
of effective models in a variety of application areas. Table 2.1 provides an overview
of several machine-learning approaches with illustrations.

Learning

type

Model building Examples

Supervised Algorithms or models learn from labeled data
(task-driven approach)

ClassiĄcation,
regression

Unsupervised Algorithms or models learn from unlabeled data
(Data-Driven Approach)

Clustering,
associations,
dimensionality
reduction

Semi-
supervised

Models are built using combined data (labeled
+ unlabeled)

ClassiĄcation,
clustering

Reinforcement Models are based on reward or penalty
(environment-driven approach)

ClassiĄcation,
control

Table 2.1: Various types of machine learning techniques with examples [25].

2.3.3 Learning algorithms

An algorithm that can learn from data is called a machine learning algorithm. How do
we deĄne learning, though? If a computer programŠs performance at tasks in a class
of tasks T, as measured by P, gets better with experience E, it is said to learn from
experience E with regard to those tasks T and performance measure P. The parts
that follow offer clear explanations and illustrations of the many tasks, performance
measures, and experiences that may be utilized to create machine learning algorithms
[27].
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The Task, T

Machine learning allows us to tackle tasks that are too difficult to solve with Ąxed
programs written and designed by human beings. From a scientiĄc and philosophical
point of view, machine learning is interesting because developing our understanding of
machine learning entails developing our understanding of the principles that underlie
intelligence.

In this relatively formal deĄnition of the word Ştask,Ť the process of learning itself
is not the task. Learning is our means of attaining the ability to perform the task.
For example, if we want a robot to be able to walk, then walking is the task. We
could program the robot to learn to walk, or we could attempt to directly write a
program that speciĄes how to walk manually.

Machine learning tasks are usually described in terms of how the machine learning
system should process an example. An example is a collection of features that have
been quantitatively measured from some object or event that we want the machine
learning system to process. We typically represent an example as a vector x ∈ R

n

where each entry xi of the vector is another feature. For example, the features of an
image are usually the values of the pixels in the image [27].

Many kinds of tasks can be solved with machine learning. Some of the most
common machine-learning tasks include the following:

• ClassiĄcation

• ClassiĄcation with missing inputs

• Regression

• Transcription

• Machine translation

• Structured output

• Anomaly detection

• Synthesis and sampling

• Imputation of missing values

• Denoising

• Density estimation or probability mass function estimation

Given that this project revolves around a classiĄcation task, we will focus exclusively
on exploring and addressing this particular challenge.
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Calssification In this form of task, the computer program is tasked with determining
the speciĄc category, out of k possible categories, to which a given input belongs. To
tackle this task, the learning algorithm is commonly required to generate a function
f : Rn → {1, . . . , k}. When y = f(x), the model assigns an input characterized
by the vector x to a category denoted by the numerical code y. Variations of the
classiĄcation task exist; for instance, where f produces a probability distribution
spanning the classes.

An illustrative instance of a classiĄcation task is object recognition. Here, the
input comprises an image, often represented as an array of pixel brightness values,
and the output entails a numeric code that identiĄes the object present in the image
[27].

The Performance Measure, P

To evaluate the abilities of a machine learning algorithm, we must design a quantita-
tive measure of its performance. Usually, this performance measure P is speciĄc to
the task T being carried out by the system.

For tasks such as classiĄcation, classiĄcation with missing inputs, and transcription,
we often measure the accuracy of the model. Accuracy is just the proportion of
examples for which the model produces the correct output. We can also obtain
equivalent information by measuring the error rate, and the proportion of examples
for which the model produces incorrect output. We often refer to the error rate as
the expected 0-1 loss. The 0-1 loss on a particular example is 0 if it is correctly
classiĄed and 1 if it is not. For tasks such as density estimation, it does not make
sense to measure accuracy, error rate, or any other kind of 0-1 loss. Instead, we must
use a different performance metric that gives the model a continuous-valued score for
each example. The most common approach is to report the average log probability
the model assigns to some examples.

Usually, we are interested in how well the machine learning algorithm performs on
data that it has not seen before since this determines how well it will work when
deployed in the real world. We, therefore, evaluate these performance measures
using a test set of data that is separate from the data used for training the machine
learning system.

The choice of performance measure may seem straightforward and objective, but
it is often difficult to choose a performance measure that corresponds well to the
desired behavior of the system.

In some cases, this is because it is difficult to decide what should be measured.
For example, when performing a transcription task, should we measure the accuracy
of the system at transcribing entire sequences, or should we use a more Ąne-grained
performance measure that gives partial credit for getting some elements of the
sequence correct? When performing a regression task, should we penalize the system
more if it frequently makes medium-sized mistakes or if it rarely makes very large
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mistakes? These kinds of design choices depend on the application.
In other cases, we know what quantity we would ideally like to measure, but

measuring it is impractical. For example, this arises frequently in the context of
density estimation. Many of the best probabilistic models represent probability
distributions only implicitly. Computing the actual probability value assigned to
a speciĄc point in space in many such models is intractable. In these cases, one
must design an alternative criterion that still corresponds to the design objectives,
or design a good approximation to the desired criterion [27].
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2.3.4 Capacity, Overfitting, and Underfitting

The main difficulty in machine learning is that we must be able to recognize new
inputs that have never been seen before, in addition to those on which our model was
trained. Generalization is the capacity to perform effectively on previously unseen
inputs.

Usually, to train a machine learning model, we have access to a training set, which
allows us to compute an error measure called the training error on the training set
and then minimize it. What we have so far discussed is merely an optimization issue.
The fact that we also want the generalization error, sometimes known as the test
error, to be minimal distinguishes machine learning from optimization. The expected
value of the error on a new input is what is referred to as the generalization error.

In this case, the expectation is spread across a variety of potential inputs, chosen
from the range of inputs we anticipate the system would experience in the real
world. Typically, we evaluate a machine learning modelŠs performance on a test set
of examples that were gathered separately from the training set to determine the
generalization error of the model.

Of course, we do not preset the parameters beforehand and sample both datasets
when using a machine-learning technique. To decrease training set error, we sample
the training set, utilize that information to determine the parameters, and then
sample the test set. The expected test error in this method is more than or equal to
the expected value of the training error. A machine learning algorithmŠs performance
is inĆuenced by its capacity to

1. Make the training error small.

2. Make the gap between training and test error small.

UnderĄtting and overĄtting, the two main problems with machine learning, are
represented by these two variables. When the model is unable to achieve a suitably
low error value on the training set, underĄtting occurs. When the difference between
the training error and test error is too great, overĄtting occurs. By changing a
modelŠs capacity, we may inĆuence whether it is more likely to overĄt or underĄt. A
modelŠs capacity is officially deĄned as its ability to suit a wide range of functions.
Low-capacity models could have trouble Ątting the training set. Models with large
capacity may overĄt by remembering training set characteristics that do not help
them on the test set [27].
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Figure 2.7: Figure showing: UnderĄtting, overĄtting, and the optimal capacity [27].

Figure 2.8: Typical relationship between capacity and error. Training and test
errors behave differently. At the left end of the graph, training error
and generalization error are both high. This is the underĄtting regime.
As we increase capacity, training error decreases, but the gap between
training and generalization error increases. Eventually, the size of this
gap outweighs the decrease in training error, and we enter the overĄtting
regime, where the capacity is too large, above the optimal capacity [27].

2.3.5 Hyperparameters

The majority of machine learning algorithms contain several options that we may use
to regulate the algorithmŠs behavior. They are referred to as hyperparameters. The
learning algorithm occasionally selects a setting as a hyperparameter that it does
not learn because it is hard to optimize. Because it is inappropriate to learn that
hyperparameter on the training set, the setting is typically a hyperparameter. All
hyperparameters that affect model capacity fall under this. Such hyperparameters
would always select the largest model capacity if they were learned on the training
set, leading to overĄtting to solve this problem we use a Validation set [27].
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2.3.6 Validation Sets

The test examples must remain untouched when making decisions about the model,
including its hyperparameters. As a result, no instance from the test set should
be integrated into the validation set. As a remedy, the validation set is exclusively
formed from the training data. The process involves splitting the training data
into two distinct subsets. One subset facilitates parameter learning, while the other
serves as the validation set, aiding in estimating the generalization error during or
post-training and guiding updates to hyperparameters.

Although the data subset employed for parameter learning is still commonly
referred to as the training set, this term may lead to confusion with the broader
dataset employed throughout the entire training procedure. The subset responsible for
shaping hyperparameter choices is termed the validation set. Typically, around 80%
of the training data is dedicated to actual training, with the remaining 20% allocated
to validation. Since the validation set plays a role in "training" the hyperparameters,
the validation setŠs error will likely underestimate the generalization error, although
typically to a lesser extent than the training error. Once hyperparameter optimization
concludes, the generalization error can be approximated using the test set [27].

2.4 Deep learning

Deep learning enables computational models to learn progressively abstract represen-
tations of data by utilizing multiple layers of processing. These techniques have led to
signiĄcant advancements in various Ąelds, including speech recognition, visual object
identiĄcation, object detection, and even specialized areas like drug discovery and
genomics. By employing the backpropagation algorithm, deep learning algorithms
can decipher intricate patterns within extensive datasets. This algorithm guides the
adjustments of internal parameters in each layer, helping the machine transform
representations from the previous layer into those in the current layer. Notably, deep
convolutional networks have revolutionized the analysis of images, videos, speech, and
audio. Additionally, recurrent networks have shed light on understanding sequential
data like text and speech [28].

2.4.1 Artificial neural networks

A neural network refers to a data processing setup comprising numerous basic inter-
connected processing units, designed based on the brainŠs cerebral cortex structure.
As a result, neural networks can excel in tasks that humans or animals perform
adeptly, areas where traditional computers often struggle. Recently, neural networks
have gained signiĄcant attention as a promising Ąeld for research, advancement, and
solving various practical challenges [29].

The basic cellular building block of the neurological system in the brain is known as
a neuron. It is a straightforward processing unit (soma) that collects and integrates
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data from neighboring neurons through input dendrites, which include synaptic
connections. Figure 2.9 depicts the fundamental elements of a neuron, and Figure
2.10 shows their schematic counterparts. The neuron "Ąres" and sends an output
signal up the axon if the sum of all the dendritic signals is strong enough. Through
synapses, which are connections carrying a neurotransmitter Ćuid that regulates
the Ćow of electrical signals, the axon divides and joins hundreds of dendrites
(input routes) of other neurons. The synaptic strength of the synaptic connections
determines the amplitude of the impulses that are sent across the synapses, which
are electrochemical in nature. As the brain "learns," the strength or conductance of
a synaptic connection changes (conductance is the inverse of resistance). In other
words, the brainŠs basic "memory units" are its synapses [29].

Figure 2.9: Sketch of a Neuron Showing Components. [29].

Figure 2.10: Schematic Representation of an ArtiĄcial Neuron [29].

The artiĄcial neural systems used to simulate this brain function on computers
typically consist of several artiĄcial neurons, also known as processing elements or
neurodes. These processing units resemble neurons in that they both aggregate (sum
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up) the input data and contain several inputs (dendrites). After that, this sum is
placed through a nonlinear Ąlter known as a transfer function, which is often a bias or
a threshold function in which output signals are only produced if the output exceeds
the threshold value. The output can also be a continuous function of the total input,
commonly a sigmoid function restricted to the range 0 to +1 or an arctangent or
hyperbolic tangent function restricted to the range -1 to +1 [29].

2.4.2 Activation functions

There are many choices of the activation function used by artiĄcial neural networks:

Sigmoid function

A non-linear activation function called the Sigmoid is frequently employed in feed-
forward neural networks. It is a bounded differentiable real function with positive
derivatives everywhere and a certain amount of smoothness, deĄned for real input
values. The Sigmoid function is given by the relationship Eq.(2.1):

f(x) =
1

1 + e−x
(2.1)

This type of activation function is primarily utilized in shallow networks. One of its
key advantages lies in its simplicity and ease of comprehension. It has been effectively
applied in binary classiĄcation problems, demonstrating successful outcomes [30].

Figure 2.11: The logistic sigmoid function [27].

The Sigmoid activation function has signiĄcant drawbacks, including gradient
saturation, slow convergence, non-zero centered output, sharp damp gradients during
backpropagation from deeper hidden layers to the input layers, and non-zero centered
output, which causes the gradient updates to propagate in different directions. To
address some of these issues with the Sigmoid activation function, other types of
activation functions, such as the hyperbolic tangent function, were proposed [30].

30



2.4 Deep learning

Hyperbolic Tangent Function (Tanh)

This type of activation function is smoother, zero centered and it ranges between -1
to 1, and itŠs given by the Eq.(2.2)

tanh(x) =
ex − e−x

ex + e−x
(2.2)

Due to its superior training performance for multi-layer neural networks, the
tanh function has replaced the sigmoid function as the favored function. However,
the vanishing gradient issue that the sigmoid functions also faced could not be
resolved by the tanh function. The functionŠs primary beneĄt is that it generates
zero-centered output, which helps the back-propagation process. The tanh function
has the peculiarity that it can only achieve a gradient of 1 when the input value is
0, or when x is zero. As a result, the computation of the tanh function results in
some dead neurons. The rectiĄed linear unit (ReLU) activation function was created
as a result of more research into activation functions to address the tanh functionŠs
drawback [30].

Figure 2.12: Pictorial representation of Sigmoid and Tanh activation function re-
sponses [30].

Softmax Function

Another form of activation function utilized in neural computing is the Softmax
function. A vector of real values is utilized to compute the probability distribution.
The output of the Softmax function is a range of values between 0 and 1, with the
probability total being equal to 1. and itŠs given by the Eq.(2.3).

f(xi) =
exi

√︂

j exj
(2.3)

In multi-class models, the Softmax function is used to return probabilities for each
class, with the target class having the highest probability. The Sigmoid and Softmax
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activation functions vary primarily in that the former is used for binary classiĄcation
jobs while the latter is utilized for multivariate classiĄcation tasks [30].

Rectified Linear Unit (ReLU) Function

Since it was Ąrst suggested and has continued to this day, the rectiĄed linear unit
(ReLU) activation function has been the most popular activation function for deep
learning applications with the most cutting-edge outcomes. A quicker learning
activation function is the ReLU. When compared to Sigmoid and Tanh activation
functions, it delivers greater deep learning performance and generalization. Since
the ReLU represents a nearly linear function, it retains the characteristics of linear
models that made them simple to optimize using gradient-descent techniques [30].

Each input element is subjected to a threshold operation by the ReLU activation
function, which sets values less than zero to zero. As a result, the ReLU is given by
Eq.(2.4)

f(x) = max(0, x) =

∏︂

⨄︂

⋃︂

xi, if xi ≥ 0

0, if xi < 0
(2.4)

This function eliminates the vanishing gradient issue seen in earlier forms of
activation function by rectifying the values of the inputs less than zero and driving
them to zero. The primary beneĄt of rectiĄed linear units in computation is that they
ensure quicker calculation because they do not compute exponentials or divisions,
which increases computation speed overall [30].

Figure 2.13: The rectiĄed linear activation function [27].

2.4.3 Feedforward networks

Deep feedforward networks, commonly known as feedforward neural networks or
multilayer perceptrons (MLPs), serve as fundamental models in the realm of deep
learning. The primary objective of a feedforward network is to create an approx-
imation of a given function f∗. In the context of classiĄcation, where an input
x is associated with a category y, the network establishes a mapping denoted as
y = f(x; θ), where θ represents the parameters. Through learning, the network seeks

32



2.4 Deep learning

to determine the optimal values of these parameters θ that lead to the most accurate
approximation of the desired function [27].

The reason these models are named feedforward is that data moves from the input
x via the function being evaluated, the calculations necessary to determine f , and
ultimately to the output y. The modelŠs outputs cannot be fed back into it since
there are no feedback links [27]. in Figure 2.14 an example of a shallow and a deep
architecture is shown [31].

Figure 2.14: Two examples for Feedforward Neural Networks. (A) A shallow FFNN.
(B) A Deep Feedforward Neural Network (D-FFNN) with 3 hidden
layers [31].

In general, a networkŠs depth refers to the amount of nonlinear transformations
that occur between its separating layers, whereas a hidden layerŠs width refers to the
dimensionality of its hidden neurons. In contrast to the shallow design in Figure 3A,
which has a depth of 2, Figure 3B has a depth of 4 (four layers overall, minus the
input layer). Although the minimum requirement for a Feedforward Neural Network
(FFNN) design to be called deep is controversial, systems with more than two hidden
layers are typically regarded as such [31].

The activation functions of a feed-forward neural network, commonly known as
an MLP or multilayer perceptron, can be linear or non-linear [27]. It is important
that the NN does not contain any cycles that would permit direct feedback. Eq.(2.5)
explains how an MLP generates its output from its input.

f(x) = ϕ(2)(W (2)ϕ(1)(W (1)x + b(1)) + b(2)) (2.5)
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A learning rule is necessary for determining the ideal parameters. DeĄning an
error function (or cost function) and an optimization algorithm together is a typical
strategy for determining the best parameters by reducing the error for training data
[31].

2.4.4 Dropout layer

Dropout functions as a regularization technique for fully connected layers within
neural networks. In this method, every element of a layerŠs output is retained with a
probability p, while with a probability of (1 − p), it is set to 0. Empirical studies
demonstrate that employing dropout enhances the networkŠs capability to generalize,
leading to improved performance during testing [32].

2.4.5 Dense layer

The fundamental units of neural networks are dense layers. They are made up of
a group of neurons, each of which is connected to every neuron in the layer below.
The word "dense" describes how each neuron is closely coupled to every other neuron
in the layer below [33].

Figure 2.15: Layers in a neural network [33].

Dense layers play a crucial role in neural networks by capturing complex patterns
and relationships in data. With the ability to conĄgure the number of units, activation
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functions, and other parameters, dense layers provide Ćexibility and power in building
deep learning models for various tasks [33].

2.4.6 Convolutional Networks

Convolutional networks, commonly referred to as CNNs or convolutional neural
networks, are a particular class of neural networks used to process input with a
predetermined, grid-like architecture. Time-series data, which may be seen as a 1D
grid capturing samples at predetermined intervals, and picture data, which can be
shown as a 2D grid of pixels, are two examples. Convolutional networks have achieved
great success in real-world settings. The phrase "convolutional neural network" refers
to a network that uses the convolution mathematical technique. A speciĄc kind of
linear processing is convolution. Convolutional networks are simple neural networks
that, in at least one of their layers, employ convolution rather than standard matrix
multiplication [27].

Convolution: a set of convolutional Ąlters is applied to the input images, each of
which activates a different feature of the images.

Pooling: reduces the number of parameters the network needs to learn about by
performing nonlinear downsampling on the output [34].

Figure 2.16: Layers in a CNN [34].

2.5 Conclusion

In this chapter, we have delved into the current state of the art in fall detection.
We began by discussing the threshold method, which relies on a predeĄned set of
thresholds to identify falls. Subsequently, we transitioned to the realm of machine
learning, where algorithms learn to discern fall patterns from the input signals.
Lastly, we explored more intricate approaches involving deep learning, particularly
the utilization of feedforward neural networks. In the upcoming chapter, we will
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present a comprehensive review of fall detection methodologies encompassing both
machine learning and deep learning techniques.

36



Chapter 3

Literature review

3.1 Introduction

Over the past two decades, extensive research has been conducted on fall detection
and fall prevention strategies, which are crucial for addressing the problem of falls
among the elderly. Researchers have thoroughly investigated fall detection methods,
exploring various approaches. These methods involve the utilization of diverse sensors
to gather valuable signals for subsequent processing and analysis. Additionally,
different analysis algorithms are employed to handle the collected data effectively.
The majority of fall detection systems typically utilize accelerations caused by the
impact on the body for shock detection [35].

Generally, fall detection systems rely on accelerations to detect the shock resulting
from body impact. Article [36] considered only the accelerometer sensor embedded
in the smartphone to detect Falls and ADLs. To enhance the performance of fall
detectors, researchers have explored various strategies. Some have incorporated
additional sensors, while others have employed sophisticated machine learning-based
processing techniques. These approaches aim to improve the accuracy and reliability
of fall detection systems. For example, [37, 38, 39, 40, 41, 42] combine a tri-axial
accelerometer and gyroscope to detect falls. While some articles for example [43]
and [44] use machine learning to effectively detect falls.

In addition to fall detection systems, numerous other fall-related technologies
have been developed. These include fall prevention methods, the use of low-power
technologies for fall detectors, and the identiĄcation of optimal sensor locations to
achieve high accuracy in fall detection. These advancements aim to address different
aspects of fall prevention and detection, contributing to the overall improvement of
safety for individuals at risk of falling.

3.2 Method

The Mdpi, Pubmed, IEEExplore, Google scholar, ResearchGate search engines were
used to carry out the search for the selected research, the keywords for this task
were: "Fall detection", "elderly fall detection", "embedded", "real-time", "wearable",
"algorithm", "microcontroller", "embedded". we excluded research that focuses on
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video and audio fall detection solutions and included only the research that uses
embedded sensors such as an accelerometer, gyroscope, and magnetometer). Only
studies from 2017 to 2023 were included in the review.

3.3 Results

The aforementioned search method resulted in the identiĄcation of ten research
articles published between 2017 and 2023. These articles are relevant to the topic at
hand and contribute to the current body of knowledge in the Ąeld. By employing
this approach, recent and up-to-date research Ąndings were included in the review.

3.3.1 Marques J et al. (2023)

This study [45] introduces a novel wrist-based dataset aimed at addressing the fall
detection problem. The dataset is utilized to conduct extensive research utilizing
the FS-1 feature set, comprising minimal computational features such as maximum,
minimum, mean, and variance. Various machine-learning techniques are explored
within the constraints of battery and memory limitations.

The core of this research revolves around an accelerometer-based fall detection
system integrated into a smartwatch, sampling data at 40 Hz. The system employs
the FS-1 feature set for training a 3-nearest neighbor (3NN) algorithm using Euclidean
distance. A window size of 9 seconds is chosen, considering practical battery and
memory constraints. An innovative learning version of the algorithm is also developed,
progressively enhancing fall detection performance over time. Impressively, this
approach achieves zero instances of false positives or false negatives across a span of
four days.

In the context of modern smartwatches, positioned for comfort on the wrist, this
study seeks to establish an efficient fall detection mechanism. Leveraging a 3D
accelerometer, gyroscope, and orientation sensors but using only an accelerometer for
training to achieve higher accuracy and lower power consumption during testing, the
study formulates fall detection as a binary classiĄcation task. The primary objectives
encompass achieving real-time fall detection while minimizing false positive outcomes.
Furthermore, recognizing the scarcity of wrist-based fall detection data, especially
about the elderly, the study introduces a new dataset encompassing daily activities
commonly performed by the elderly population.

The selection of fall types is supported by a survey that recognizes contextual and
causal factors contributing to falls. This work conscientiously preserves the distinct
directions of falls (forward, backward, and lateral) and embraces prevalent natural
scenarios. The chosen falls are categorized based on their causes such as "Fall forward
while walking caused by a slip" and "Fall forward while sitting, caused by fainting or
falling asleep".

Considering activities of daily living (ADLs), the study builds upon the SisFall
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dataset. The ADLs are selected based on their real-life frequency and resemblance
to fall-like movements that could lead to false positives. These selections align with
the wrist-based focus of this project, taking into account the distinct movements and
stationary position of the wrist. the chosen ADLs, encompassing various activities
such as walking, jogging, stair negotiation, sitting, crouching, and more.

Various experimentation iterations involving distinct window sizes, sensor com-
binations, frequencies, and machine learning algorithms have been undertaken in
pursuit of identifying the optimal conĄguration for maximizing accuracy. Remarkably,
the culmination of these trials has pinpointed a speciĄc conĄguration as the most
accurate. This conĄguration entails employing a window size of 9 seconds, utilizing
solely accelerometer data, applying the 3-nearest neighbor (3NN) algorithm, and
extracting essential features comprising Maximum, Minimum, Mean, and Variance.
Additionally, a frequency of 40 Hz has been identiĄed as integral to achieving this peak
accuracy level. This meticulous exploration underscores the meticulous approach
undertaken to optimize the fall detection systemŠs performance.

In summary, this studyŠs contributions encompass a novel wrist-based dataset,
an innovative fall detection approach integrating low computational features, and a
comprehensive analysis of machine learning methodologies. The research tackles fall
detection within the context of wearable smartwatches, aiming for real-time accuracy
while accommodating practical limitations. Furthermore, the study enriches the Ąeld
by introducing wrist-based datasets, thus addressing a prevailing data scarcity in fall
detection research.

3.3.2 Lee Y et al. (2023)

This article [43] presents a comprehensive overview of a comfortable, cost-effective,
and reliable fall detection system for older adults. The research addresses the lack of
automatic fall detection systems speciĄcally designed for this population. The study
introduces a wireless, Ćexible, skin-wearable electronic device capable of accurate
motion sensing while ensuring user comfort. The device utilizes thin copper Ąlms and
incorporates a six-axis motion sensor. It is directly laminated on the skin without
the need for adhesives, enabling the collection of precise motion data.

To evaluate fall detection accuracy using the proposed device, the researchers
explore various deep learning models, body locations for device placement, and input
datasets based on different human activities. Results indicate that placing the device
on the chest achieves optimal accuracy of over 98% for fall detection using motion
data from older adults. The study emphasizes the importance of collecting large
motion datasets directly from older adults to enhance the accuracy of fall detection
for this population.

The skin-wearable motion monitoring device shown in Figure 3.2 is designed to be
ultrathin, Ćexible, and comfortable. User perception surveys conducted with older
adults participating in the study conĄrm the deviceŠs successful integration with the
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skin without the use of adhesives. The antenna design of the device is also optimized
to ensure seamless wireless communication even during various human activities.

For fall classiĄcation using deep learning models, the study explores different
models, input datasets, and body locations for device placement. The LSTM model
trained on XYZ accelerometer and gyroscope input datasets shown in Figure 3.1
demonstrates the highest accuracy of 97.6% and 98.5% for fall detection in young
and older adults, respectively. The chest is identiĄed as the optimal location for
placing the skin-wearable motion monitoring device.

Figure 3.1: Overall architecture of the LSTM-based classiĄcation model used by Lee
Y et al. (2023). The input was fed to two LSTM layers followed by
dropouts for regularization purposes. Finally, outputs from all the LSTM
units were merged in a one-dimensional vector using a Ćatten layer which
was followed by a hidden layer with 64 neurons [43].

The article highlights the signiĄcance of actively involving older adults in building
large motion databases to improve the sensitivity and speciĄcity of deep learning
models for reliable fall and activity classiĄcations. Encouraging active participation
can be achieved through fall risk education, raising awareness about the seriousness of
falls as public health issues, and emphasizing how wearable technologies can mitigate
the adverse consequences of falls for older adults.

Future research directions include investigating the impact of physical conditions,
such as height and weight, on deep-learning model results. Additionally, the study
aims to explore ways to enhance breathability and user comfort while ensuring
optimal device adherence to the skin.

In summary, this article introduces a novel skin-wearable motion monitoring device
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for accurate and comfortable fall detection in older adults. The study incorporates
deep learning algorithms, explores optimal device placement, and emphasizes the
importance of collecting motion data directly from older adults. The Ąndings
contribute to improving fall detection systems tailored to the speciĄc needs of the
older adult population.

Figure 3.2: The overview of the skin-wearable device. (a) Illustration of device
fabrication process using an ultrathin Cu Ąlm. (b) Exploded view of the
device showing materials for each layer. (c) Device-bending. (d) The Ćow
of motion data from the skin to analysis. used by Lee Y et al. (2023) [43].

3.3.3 Al-qaness M et al. (2022)

The reviewed paper [37] focuses on the application of metaheuristic (MH) optimization
algorithms in human activity recognition (HAR) and fall detection using sensor data.
The paper highlights the potential of MH algorithms in complex engineering and
optimization problems, particularly in feature selection (FS).

To improve the classiĄcation accuracy of HAR and fall detection, the paper utilizes
nine MH algorithms as FS methods. These algorithms include Aquila optimizer
(AO), arithmetic optimization algorithm (AOA), marine predators algorithm (MPA),
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Figure 3.3: The main workĆow by Al-qaness M et al. (2022) of HAR application using
the integration of deep learning and MH optimization algorithms [37].

artiĄcial bee colony (ABC) algorithm, genetic algorithm (GA), slime mold algorithm
(SMA), grey wolf optimizer (GWO), whale optimization algorithm (WOA), and
particle swarm optimization algorithm (PSO).

The paper proposes a comprehensive approach that involves efficient preprocessing
and segmentation methods to identify motion patterns and reduce time complexities.
It also introduces a novel feature extraction technique based on ResRNN, a deep
learning model that incorporates convolutional neural networks (CNN), residual
networks, and bidirectional recurrent neural networks (BiRNN).

The MH algorithms are then employed to select optimal features and enhance
classiĄcation accuracy. Support vector machine (SVM) and random forest (RF)
classiĄers are used for multi-classiĄcation and binary classiĄcation tasks, respectively.
The evaluation is performed on seven diverse datasets: PAMMP2, Sis-Fall, UniMiB
SHAR, OPPORTUNITY, WISDM, UCI-HAR, and KU-HAR.

The results demonstrate the promising performance of MH optimization algorithms
in HAR and fall detection applications. The paper suggests further exploration of
advanced MH methods, such as modiĄed algorithms integrated with intelligent search
mechanisms like levy Ćight, opposition-based learning, and hybridizations of multiple
MH algorithms.

In summary, the reviewed paper presents a comprehensive approach that combines
deep learning and MH optimization algorithms for HAR and fall detection. The
Ąndings highlight the potential of MH algorithms in enhancing classiĄcation accuracy
and open avenues for future research in sensor-based applications.
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Figure 3.4: The proposed ResRNN model for feature extraction by Al-qaness M et
al. (2022) [37].

Figure 3.5: Sensor placement on the subjectŠs body by Al-qaness M et al. (2022). A
waist-mounted smartphone was used for KUHAR, UCI-HAR, and WIS-
DOM. WISDOM was collected using additional smartwatches. IMUunits
were used to collect the signals for OPPO (positions: back, right/left
upper/lateral parts of the arm and right/left shoe ), PAMAP2 (positions:
chest, wrist, and ankle), and Sis-Fall (position: waist) [37].

3.3.4 Ruiz J et al. (2022)

This research study [46] focused on fall detection and prevention for older adults
during bedtime. The proposed system Figure 3.7 aims to address the growing need
for intensive care and attention due to the increasing number of people requiring
assistance. Falls among older adults are a signiĄcant health concern and the second
leading cause of unintentional death worldwide. However, widespread solutions for
fall detection and prevention face challenges such as privacy issues, high costs, low
performance, and discomfort associated with wearable devices.

The research presents a comprehensive solution that focuses on monitoring the
position in bed and automatically detecting falls. By monitoring bed exits, especially
for individuals with cognitive impairments or mobility issues, the system aims to
identify risk situations promptly. The proposed system combines real-time monitoring
of bed position with an automatic fall detection system. It offers a low-cost solution,
ensuring user privacy without the need for uncomfortable devices.
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Figure 3.6: Overview of the fall-prevention system by Ruiz J et al. (2022) [46].

Experimental validation of the proposed system was conducted with young adults,
yielding promising results. The fall detection system achieved an accuracy of 93.51%,
sensitivity of 92.04%, and speciĄcity of 95.45%. Risk situations, such as transitioning
from lying on the bed to sitting on the bedside, were recognized with 96.60% accuracy,
while bed exits were recognized with 100% accuracy.

The conclusion highlights the requirements for a widely adopted fall prevention
Figure 3.6 and detection system, including privacy awareness, real-time operation,
avoidance of uncomfortable devices, and affordability. The proposed system fulĄlls
these requirements by utilizing a Raspberry Pi 4, the IMU Puck.js sensor Figure 3.8,
and three pressure sensors. The installation is simple, and user privacy is ensured
compared to video-based solutions. The wearable sensors are discreet and comfortable
for the user.

Future work in fall detection and prevention will focus on improving the accuracy
of the system, particularly in increasing sensitivity. This can be achieved through
the implementation of a neural network for classiĄcation algorithms and gathering
more fall data to enhance the model. Additionally, extending the monitoring range
beyond a single room will be explored, either by utilizing WiFi modules for cloud
processing or processing data at the edge and communicating results to a gateway.
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Figure 3.7: Proposed system architecture by Ruiz J et al. (2022) [46].

Figure 3.8: IMU sensor used for this work with its respective axis by Ruiz J et al.
(2022) [46].

For fall prevention, future work will concentrate on improving bed position detection
to enhance the accuracy of detecting the intention to exit the bed. This improvement
will undergo further testing to identify any issues with sensors and explore advanced
techniques for bed position classiĄcation. Monitoring bed positions can also enable
additional functionalities, such as tracking postural changes in nursing homes and
measuring the quality of sleep based on individual movements throughout the night.
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Overall, the research study contributes to the development of a comprehensive,
cost-effective, and privacy-conscious system for fall detection and prevention during
bedtime. The proposed systemŠs experimental validation demonstrates its reliability
and potential impact on older adults and caregivers.

3.3.5 Mankodiya H et al. (2022)

This research study [38] focuses on developing a fall detection system Figure 3.9
designed to ensure the safety of older individuals. The system uses multiple sensors
placed at different locations on the body to gather data for training. The goal is
to overcome the limitations of previous approaches, which either relied on a single
sensor or were conĄned to a speciĄc area. The proposed system achieves an accuracy
ranging from 93.1% to 97.2% for individual sensor models, with an overall accuracy
of 92.54% when using a majority voting classiĄer.

To enhance the interpretability of the models, an explainable artiĄcial intelligence
(XAI) technique called LIME (Local Interpretable Model-Agnostic Explanations)
Figure 3.10 is incorporated. LIME helps to provide insights into the modelŠs outputs
and decision-making process. The authors use LIME to generate explanations and
analyze the correlations between the modelŠs predictions and real-life scenarios. They
present LIME graphs for activities of daily living (ADL) and falls, highlighting
distinct decision-making patterns in the prediction models. SpeciĄcally, negative
LIME values are prevalent for ADL predictions, while positive values dominate for
fall predictions.

Although the explanations proposed in the paper offer speciĄc insights into the
modelŠs predictions, the authors acknowledge that they do not entirely address the
black-box issue associated with modern machine-learning algorithms.

In terms of future work, the authors suggest optimizing the system by reducing
the time complexity of the prediction models. This optimization would involve
allowing variable length timestamps for data input streams and adjusting predictions
accordingly. Additionally, utilizing variable length timestamps would enable the
LIME-based explainability module to dynamically present explanations, leading to
reduced inference time for the explanations.

In summary, the mentioned work focuses on developing a robust fall detection
system using multiple sensors and achieving high accuracy. It incorporates an XAI
technique (LIME) to enhance interpretability and provides insights into the decision-
making process of the models. The future work involves optimizing the systemŠs
time complexity and inference time for explanations by adopting variable length
timestamps.
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Figure 3.9: Proposed system for fall detection using wearable technology by
Mankodiya H et al. (2022) [38].

Figure 3.10: Original activity class: fall, Predicted activity class: fall, Prediction
probability: 0.94. The pair of Ągures shows SMV values from the ankle
sensor and LIME values generated on the trained model. The timestamp
axis, i.e., the x-axis, should be considered common for both the above
sub-plots. (a) Lineplot of SMV values by accelerometer for sensor ankle
for the given timestamps. (b) Barplot for LIME values for sensor ankle
for the given timestamps Mankodiya H et al. (2022) [38].
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3.3.6 Musci M et al. (2021)

This research [39] focuses on the feasibility and effectiveness of using Deep Learning
(DL) techniques, speciĄcally Recurrent Neural Networks (RNNs) based on Long
Short-Term Memory (LSTM) cells Figure 3.11, for fall detection in wearable devices.
The objective of Fall Detection Systems (FDSs) is to detect falls as soon as they
occur and automatically request assistance to prevent severe injuries or death.

Figure 3.11: The proposed RNN architecture. White blocks are active during the
training phase only and are not implemented in the run-time module.
The input size is determined by the number of sensors (accelerometers
and/or gyroscopes), the sensory input dimensions, and the size of the
sliding window; which represents the cellŠs inner dimension. The output
size depends on the number of classes used in annotating the dataset,
namely two (BKG and FALL) or three (BKG, FALL, and ALERT).
Layers 6 and 7 can be replicated up to k times by Musci M et al.
(2021) [39].

The paper emphasizes the advantages of wearable embedded sensors for 24/7
monitoring, as they are effective, less intrusive, and cost-effective compared to other
systems. The study focuses on designing a DL model suitable for onboard wearable
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devices, taking into account the limited memory, computation resources, and power
consumption of microcontrollers.

The authors demonstrate that a minimal RNN architecture based on LSTM cells
achieves comparable performance to state-of-the-art fall detection systems. They
extended the publicly available SisFall dataset by adding temporal annotations Figure
3.12 to mark the actual occurrences of falls, addressing the need for appropriate
datasets with temporal annotations for training RNNs.

Figure 3.12: iThe annotation tool used to enhance the SisFall dataset. The top pane
shows an example sequence of accelerometer readings (in g) correspond-
ing to a backward fall caused by a slip. The blue interval marks a FALL
event while the orange interval corresponds to an ALERT event. The
bottom pane shows the temporal labeling produced as output, which
becomes part of the dataset enhancement by Musci M et al. (2021) [39].

Experimental results show that the proposed LSTM-based architecture, trained
on the extended SisFall dataset, achieves accuracy levels exceeding 96% for fall
detection. The feasibility of implementing the runtime module on a real hardware
device, speciĄcally the SensorTileR© board, is also validated. This implementation
demonstrates the viability of the proposed approach for real-time fall detection with
minimal power consumption.

The study suggests a design strategy for DL methods in fall detection, emphasizing
the importance of Ąnding the simplest network architecture that meets the desired
task while requiring limited computation power and memory. Furthermore, the
authors discuss the need for complete and extensive datasets with appropriate
annotations. They propose collecting a new dataset with wearable sensors based on
SensorTileR© and associated video recordings to improve the accuracy of temporal
interval identiĄcation.

In terms of future work, the authors suggest exploring unsupervised DL approaches
for fall detection, as well as conducting tests with real subjects in real scenarios.
These directions could further enhance the embedded implementation of fall detection
systems for wearable devices.
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3.3.7 Casilari E et al. (2020)

This study [44] explores the effectiveness of using a gyroscope and an accelerometer,
combined with a deep learning strategy, to discriminate falls from ordinary Activities
of Daily Living (ADLs).

The study employs a Convolutional Neural Network (CNN), a deep learning
architecture, to directly extract features from raw data collected by the sensors,
eliminating the need for complex preprocessing and manual feature engineering. A
well-known public dataset containing a large number of mobility traces, including
falls and ADLs, is utilized to evaluate the performance of the CNN when fed with
signals from both the gyroscope and accelerometer. The CNN is carefully tailored
and hyper-parameterized to optimize the classiĄcation performance.

The experiments reveal that the conĄgured CNN achieves better results when the
gyroscope measurements are disregarded, and the accelerometer signals alone are
used as input features for training and testing the convolutional neural classiĄer.
Surprisingly, the exclusion of gyroscope data leads to improved classiĄcation perfor-
mance. This Ąnding challenges the prevailing assumption that combining gyroscope
and accelerometer measurements enhance fall detection accuracy.

The studyŠs outcomes indicate that a deep learning classiĄer can effectively char-
acterize user mobility by solely focusing on the raw accelerometer signals. This
Ąnding suggests that the extra costs associated with gyroscope utilization, such
as energy consumption, hardware complexity, and processing requirements, may
not be necessary. Additionally, by relying exclusively on accelerometer data, the
dimensionality of the detection algorithmŠs input features can be reduced, enabling
real-time operation on wearable devices with limited computing resources. It is
important to note that further research using additional public datasets should be
conducted to conĄrm these conclusions.

In conclusion, This study contributes to the literature by evaluating the impact of
gyroscope and accelerometer data on the performance of fall detection systems in
wearable devices. Contrary to previous assumptions, the results demonstrate that
the exclusive use of accelerometer signals, without incorporating gyroscope data,
yields superior classiĄcation results. These Ąndings have implications for the design
and implementation of wearable FDSs, emphasizing the potential of deep learning
architectures in directly processing raw accelerometer data for effective fall detection.
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3.3.8 Liu L et al. (2020)

This research [40] provides an overview of a novel low-power fall detection workĆow
for the elderly, as presented in the referenced paper. The primary objective of this
research is to develop an accurate and energy-efficient fall detection module to enhance
community-based care for the elderly, thereby reducing health risks. The proposed
workĆow consists of two main components: a sensing module-integrated energy-
efficient sensor and a server-side deep neural network for fall detection (FD-DNN)
Figure 3.13.

Figure 3.13: The Ćowchart of the data sensing and transmission algorithm by Liu L
et al. (2020) [40].

The sensing module-integrated energy-efficient sensor is designed to sense and cache
human activity data in sleep mode, thereby conserving energy. An interrupt-driven
algorithm is proposed to transmit the cached data to a server integrated with ZigBee
technology. This approach ensures accurate detection of falls while maintaining
energy efficiency.
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The server-side FD-DNN is carefully designed using a combination of convolutional
neural networks (CNN) and long short-term memory (LSTM) algorithms Figure 3.14.
The FD-DNN is trained and tested on both online and offline datasets to evaluate
its performance. Experimental results demonstrate that the FD-DNN achieves a
fall detection accuracy of 99.17%, with a speciĄcity of 99.94% and a sensitivity of
94.09%. Additionally, the FD-DNN exhibits low power consumption characteristics,
making it suitable for practical fall detection applications.

Figure 3.14: The architecture of the FD-DNN by Liu L et al. (2020) [40].

The conclusion of the paper highlights the signiĄcance of the proposed low-power
fall detection workĆow. The interrupt-driven low-power motion sensing module
effectively senses and transmits human activity data, while the server-side FD-DNN
accurately distinguishes falls from activities of daily living (ADLs). The FD-DNN
outperforms traditional classiĄcation algorithms in terms of fall detection accuracy.
Furthermore, the proposed workĆow achieves a battery life of more than 140 hours in
real-life scenarios Figure 3.15, further emphasizing its practicality for fall detection
in the elderly. The future work suggested in the paper aims to simplify the network
and improve the speed of fall detection.

Figure 3.15: The experimental environment for fall detection by Liu L et al.
(2020) [40].

In summary, this research provides an overview of a novel low-power fall detection
workĆow for the elderly. The paperŠs contributions include the design of an energy-
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efficient sensing module, the development of an interrupt-driven algorithm for data
transmission, and the implementation of a server-side FD-DNN utilizing CNN and
LSTM algorithms. The experimental results demonstrate the effectiveness and
accuracy of the proposed workĆow in distinguishing falls from ADLs, while also
highlighting its low power consumption characteristics.

3.3.9 Kim T et al. (2020)

This study [41] proposed a novel method for predicting impact acceleration magnitude
prior to a fall using a single inertial measurement unit (IMU) sensor and a sequential-
based deep learning model Figure 3.16. The goal was to develop a fall prevention
intervention, such as a wearable hip airbag system, by optimizing the deployment
process to minimize fall-related injuries in real-time.

Figure 3.16: Detail architecture of long short-term memory network for fall accelerom-
eter magnitude prediction by Kim T et al. (2020) [41].

Twenty-four healthy participants took part in fall experiments, wearing a single
IMU sensor on their waist to collect tri-axial accelerometer and angular velocity data.
The researchers employed a bi-directional long short-term memory (LSTM) regression
model for predicting the impact acceleration magnitude before a fall occurred in Ąve
different directions.

To improve the prediction performance, the study utilized data augmentation
techniques, including jittering, scaling, and time-warping, to increase the robustness
of the training model and enhance the temporal characteristics of the sensor data.
The results demonstrated that applying all three data augmentation techniques
yielded a mean absolute percentage error (MAPE) of 6.69±0.33% and an r-value of
0.93. Moreover, increasing the number of training datasets by four-fold resulted in a
signiĄcant reduction of MAPE by 45.2%.

The discussion highlighted the signiĄcance of the study, emphasizing that it is the
Ąrst to develop a model using deep learning and wearable sensor signals to predict
impact acceleration magnitude. The synthetic training data generated through data
augmentation helped mitigate overĄtting, enhance the generalizability of the model
to unseen data, and address biases caused by imbalanced training data volume. The
studyŠs results showed that employing data augmentation techniques improved the
performance of predicting fall impact acceleration magnitude compared to not using
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augmentation. Furthermore, increasing the number of datasets and applying data
augmentation demonstrated a consistent decrease in MAPE Figure 3.17, aligning
with Ąndings from previous studies.

Figure 3.17: Average mean absolute percent error of fall impact acceleration mag-
nitude prediction for three different data-augmentation techniques by
Kim T et al. (2020) [41].

Overall, this study contributes to the Ąeld of fall prevention by proposing a reliable
method for predicting impact acceleration magnitude Figure 3.18 using a single
IMU sensor and deep learning. The results offer valuable insights for the design and
development of fall prevention interventions, such as wearable airbag systems, and
can inform the optimization of parameters like pressure or air Ćow rate for deploying
airbags to minimize fall-related injuries in real-time.

Figure 3.18: Overall architecture for predicting impact acceleration magnitude during
fall by Kim T et al. (2020) [41].

54



3.3 Results

3.3.10 Hussain F et al. (2019)

The prevalence of falls among older adults is a signiĄcant concern due to the associated
severe injuries, disabilities, and even fatalities. Detecting falls and understanding the
activities leading to them is crucial for preventing future incidents. Wearable sensors
and systems have emerged as a promising approach for the continuous monitoring of
elderly individuals. While most existing wearable fall monitoring systems focus solely
on fall detection, it is equally important to identify the cause of the fall incident.

In this context, this research paper [42] proposes a wearable sensor-based continuous
fall monitoring system that not only detects falls but also recognizes the falling
pattern and associated activities Figure 3.19. The proposed methodology combines
conventional signal processing techniques with machine learning algorithms. Real-
time fall monitoring involves continuously acquiring sensor data in ten-second chunks
using a non-overlapping window. The acquired data is processed to determine the
occurrence of a fall. If a fall is detected, the system further processes the data to
identify the falling activity using supervised learning.

Figure 3.19: Proposed methodology for fall detection and falling activity recognition
(FAR) by Hussain F et al. (2019) [42]

The proposed methodology consists of Ąve major stages: data acquisition, pre-
processing, feature extraction, fall detection, and falling activity recognition. The
performance of the system is evaluated using three machine learning algorithms:
k-nearest neighbors (KNN), support vector machine (SVM), and random forest (RF).
The results demonstrate high accuracy in fall detection, with 99.80% achieved using
the KNN classiĄer. For recognizing different falling activities, the highest accuracy
achieved is 96.82% using the RF classiĄer.

The study emphasizes the importance of being aware of daily living activities
associated with falls alongside fall detection. Existing research in fall detection
has focused on distinguishing falling activity from non-falling activity. However,
incorporating knowledge about the speciĄc activity leading to a fall can signiĄcantly
enhance the effectiveness of fall prevention strategies. The proposed methodology
utilizes a publicly available SisFall dataset and employs accelerometer and gyroscope
sensors for fall detection and falling activity recognition.
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The Ąndings highlight the effectiveness of the proposed methodology in accurately
detecting falls and recognizing various falling activities. The combination of ac-
celerometer and gyroscope data improves recognition performance, indicating the
value of using multiple sensors. Certain falling activities, such as falling backward
while walking, falling forward while jogging, falling backward when trying to sit
down, and falling forward while sitting, achieve recognition rates exceeding 90%.

Future research directions include extending the proposed solution to incorporate
fall prediction and prevention through gait and activity pattern analysis. Additionally,
exploring the relationship between different types of falls and activities of daily living
associated with them can provide valuable insights. Integration of additional sensing
modalities, such as cameras and pressure sensors, may further enhance fall detection
and recognition accuracy.

In summary, this research paper presents a comprehensive wearable sensor-based
fall monitoring system that goes beyond fall detection by identifying falling patterns
and associated activities. The proposed methodology achieves high accuracy in
both fall detection and falling activity recognition. The Ąndings contribute to
the advancement of fall prevention strategies and lay the foundation for further
exploration in predicting falls and incorporating complex falling activities into the
system.

3.3.11 Shahzad A et al. (2019)

This research [36] discusses the development of an Android-based fall detection system
called FallDroid Figure 3.20. The system aims to address the challenges posed by falls
in the elderly population and improve their functional ability and conĄdence level.
FallDroid utilizes the embedded accelerometer sensor in smartphones to monitor and
detect fall events through a two-step algorithm.

The Ąrst step of the algorithm employs a threshold-based method (TBM) to
effectively Ąlter out most activities of daily living (ADL) data, focusing on fall-like
events. However, TBM techniques have limitations in simultaneously avoiding false
negatives (missed falls) and false positives (ADL classiĄed as falls). Fine-tuning the
thresholds poses a tradeoff between the two, making it challenging to achieve optimal
thresholds for consistent performance across different individuals.

To overcome this limitation, the second step of the algorithm utilizes a pattern
recognition technique called multiple kernel learning support vector machine (MKL-
SVM) Figure 3.21. This step helps classify difficult fall-like events and reduces false
alarms while maintaining low computation cost and power consumption.
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Figure 3.20: Overview of the fall detection and emergency alert system by Shahzad
A et al. (2019) [36].

Figure 3.21: Fall detection algorithm (proposed), comprising of two main steps: TBM
and pattern recognition method, with an optional recovery detection
part by Shahzad A et al. (2019) [36].

Experimental results demonstrate that FallDroid achieves high accuracy, sensitivity,
and speciĄcity when placed around the waist and thigh. It outperforms existing
applications in both offline and online analysis. The system also exhibits a low false
alarm rate, making it highly reliable for fall detection.
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In future work, the authors suggest testing FallDroid in routine usage involving
the elderly population, which would provide valuable data for further reĄnement of
the algorithm. Additionally, they propose the possibility of developing a personalized
user-dependent fall detection system by training the MKL-SVM classiĄer with
individual user data. Moreover, enhancing the overall system performance could
involve exploring feature engineering and extraction techniques, such as considering
higher-order derivatives or nonlinear features, especially in the TBM part of the
algorithm, to increase speciĄcity.

In summary, FallDroid presents a pervasive fall detection system using smartphones
that effectively detects falls in the elderly population. Its two-step algorithm, com-
bining TBM and MKL-SVM, demonstrates promising results in terms of accuracy,
sensitivity, and speciĄcity. The systemŠs low power consumption and user-friendly
GUI make it suitable for practical implementation. However, further research is
suggested to validate the systemŠs performance in real-world scenarios and explore
potential enhancements in feature engineering.

3.3.12 Luna-Perejón F et al. (2019)

The study [16] evaluated the effectiveness of four different RNN architectures using the
SisFall dataset at varying frequencies. The models were integrated into two distinct
embedded systems to assess execution times and changes in model performance.
Additionally, a power consumption analysis was conducted. The results demonstrated
a sensitivity of 88.2% and speciĄcity of 96.4%. The simplest models achieved inference
times under 34 ms, enabling real-time fall event detection with energy efficiency.
These Ąndings suggest that RNN models can be effectively implemented on low-power
microcontrollers to create autonomous wearable fall detection systems in real-time.

The research was based on the SisFall dataset, encompassing simulated activities
categorized as falls and Activities of Daily Living (ADL). The dataset consisted of
accelerometer and gyroscope measurements captured at 200 Hz from waist-worn
devices. Notably, the dataset included fall hazard events, moments preceding a fall
or situations where falls were averted. The data was segmented into blocks of 256
samples (1.28 seconds) with a 50% overlap. Additionally, reduced-sample versions
were created to simulate lower sampling rates Figure 3.22.

To enhance performance, batch normalization was applied, and different RNN
architectures were explored 3.23. These architectures incorporated LSTM or GRU
layers, with more complex versions featuring an additional RNN layer of the same type.
Model hyperparameters such as batch size and learning rate were optimized through
grid search, and dropout techniques were employed for improved generalization.

Two STM32 32-bit microcontrollers were chosen for integrating and analyzing the
trained models. These microcontrollers were based on ARM Cortex-M4 processors,
offering real-time capabilities, digital signal processing, and low-power operation.
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Figure 3.22: On the left: Recording segmentation and labeling process. Green circles,
yellow triangles, and red hexagons indicate the block is classiĄed as a
background (BKG), a risk of falling (ALERT), or a fall event (FALL),
respectively. On the right: Block width reduction process. In the case
illustrated a 256-width block, corresponding to a frequency sampling
of 200 Hz, is reduced to 128 samples to obtain a frequency sampling
of 100 Hz. The same process was performed with 128-width and 64-
width blocks to obtain 64-width (50 Hz) and 32-width (25 Hz) datasets,
respectively by Luna-Perejón F et al. (2019) [16].

The study demonstrated the feasibility of real-time wearable fall detection systems
using RNN architectures. Even with reduced sampling frequency, model effectiveness
remained largely unaffected. Estimated power consumption indicated the feasibility
of using small batteries, enabling the design of user-friendly, miniature devices. While
sensitivity was slightly lower compared to other classiĄers, accuracy, and speciĄcity
were higher or comparable Figure 3.24.

The work encourages further exploration of deep learning RNN architectures for
wearable fall detection systems. Future research will involve extensive testing of the
proposed model with new participants to validate its efficacy in real-world scenarios.
In conclusion, this research signiĄes RNN architectures as a promising avenue for
enhancing the effectiveness of wearable fall detection systems, thereby advocating
for continued investigation and potential model reĄnement.
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Figure 3.23: Diagram of the four recurrent neural network (RNN) architectures
analyzed in this study by Luna-Perejón F et al. (2019) [16].

Figure 3.24: Confusion matrix of the best models for each architecture considered
(at 25 Hz) by Luna-Perejón F et al. (2019) [16].
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3.3.13 Ahmed M et al. (2017)

This study [47] commenced by creating a dataset named ŠSMotion,Š comprising
speciĄc postures recognized as potential contributors to falls in the elderly population.
Employing a network of Shimmer sensors positioned on the subjectsŠ bodies, the
dataset was subsequently categorized based on age and weight groups.

The study proceeded to develop a classiĄcation system employing three distinct
classiĄers: support vector machine (SVM), K-nearest neighbor (KNN), and neural
network (NN). This system aimed to systematically select pertinent features and
accurately classify instances. Furthermore, a prototype was engineered to generate
alerts directed at caregivers, healthcare professionals, or emergency services in the
occurrence of a fall event.

Upon evaluating the systemŠs efficacy, SVM, KNN, and NN classiĄers were applied.
Notably, the analysis revealed KNN to be the most precise classiĄer, achieving an
impressive accuracy of 96% for age group classiĄcation and 93% for weight group
classiĄcation.

In conclusion, the study introduces a fall detection system rooted in classiĄcation
techniques, tailored for elderly individuals. Leveraging a network of Shimmer sensors,
the system exhibited the capability to identify potential falls. The SMotion dataset
was meticulously categorized by age and weight groups to enhance the precision of
the analysis. The proposed systemŠs effectiveness was substantiated by favorable
performance outcomes across various scenarios.

The studyŠs assumptions included focusing on elderly individuals without chronic
health conditions, isolating speciĄc activities of daily living (ADL) that could precip-
itate falls, operating within a controlled environment to minimize external inĆuences,
and categorizing data based on age and weight groups to optimize accuracy.

Figure 3.25: Using Shimmer for fall detection. (A) Deployment of Shimmer kit. (B)
Proposed system architecture by Ahmed M et al (2017) [47].
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3.3.14 Hsieh C et al. (2017)

The researchers in [18] present a novel hierarchical fall detection algorithm Figure
3.26 that combines threshold-based and knowledge-based strategies to accurately
identify fall events. The algorithm addresses the challenges of fall detection through
a multi-phase approach, encompassing free fall, impact, and rest phases, and offers a
comprehensive evaluation involving seven types of falls and daily activities.

The threshold-based classiĄcation method effectively discerns fall events from
continuous sensor data and distinguishes between absolute falls and activities of daily
living (ADLs). To enhance classiĄcation accuracy, essential features are extracted
from the signals, including time-domain statistical measures such as mean, standard
deviation, variance, and more. A total of 54 features, derived from different axes of
acceleration data, are employed in both the training and testing phases.

The knowledge-based approach employs a multi-class SVM technique to classify
fall events into their distinct phasesŮfree fall, impact, and rest. The threshold-
based classiĄcation serves to differentiate between absolute falls and ADLs, reducing
computational complexity for the knowledge-based algorithm. However, a signiĄ-
cant proportion of data remains unidentiĄed following the initial threshold-based
classiĄcation, which the knowledge-based algorithm subsequently processes.

Comparative evaluations underscore the superiority of the knowledge-based ap-
proach over a machine learning-based one. The knowledge-based algorithm con-
sistently outperforms the machine learning-based approach in terms of sensitivity,
speciĄcity, precision, and accuracy. The former achieves an overall performance
of 99.79%, 98.74%, 99.05%, and 99.33%, respectively. Notably, the knowledge-
based algorithm demonstrates lower standard deviations and consistently improved
performance across evaluation rounds.

62



3.4 Comparison tables

Figure 3.26: The functional diagram of the proposed fall detection algorithm by
Hsieh C et al (2017) [18].

3.4 Comparison tables
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Chapter 4

Materials and Methods

4.1 Introduction

Elderly individuals face an increased risk of falling as a result of natural age-related
changes, and these falls pose signiĄcant medical dangers along with substantial
healthcare and societal expenses. Nevertheless, there is a deĄciency in automated
fall detection systems tailored to the needs of older adults. Thus our work aimed to
develop a neural network that is small enough to run on an embedded controller,
and to improve the model to work with different datasets. moreover, the effect of
adding a pressure sensor signal to the dataset was assessed.

This section will cover the equipment employed for data recording and decision-
making, delve into the dataset utilized for model training, and ultimately discuss the
suggested model along with the training approaches employed.

4.2 Hardware

4.2.1 Microcontroller

The "STM32U575xx" microcontroller Figure 4.1 was used, which belongs to an ultra-
low-power microcontroller family known as the STM32U5 series. The microcontroller
is based on the high-performance Arm Cortex-M33 32-bit RISC core and can operate
at frequencies of up to 160 MHz but in our application we used an external 8 MHz
crystal for power saving [48].
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Chapter 4 Materials and Methods

Figure 4.1: STM32U575xx circuit diagram

Main Features

The key features of the STM32U575xx microcontroller include:

• Single-precision FPU (Ćoating-point unit) supporting Arm single-precision
data-processing instructions and data types.

• Full set of DSP (digital signal processing) instructions.

• Memory Protection Unit (MPU) for enhanced application security.

• High-speed memories: Up to 2 MB Ćash memory and 786 KB SRAM.

• External memory interfaces: FSMC, Octo-SPI Ćash memory interfaces.

Security Features

The microcontroller offers robust security features:

• Trusted-Based Security Architecture (TBSA) compliance.

• Secure boot, secure data storage, and secure Ąrmware update capabilities.

• Secure Ąrmware installation during production.

• Readout protection, write protection and secure/hide protection areas.

• DPA resistance, HASH hardware accelerator, true random number generator.
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4.2 Hardware

Peripherals and Communication Interfaces

The microcontroller provides a comprehensive set of peripherals and communication
interfaces, including:

• ADCs: 14-bit (2.5 Msps) and 12-bit (2.5 Msps).

• Comparators, operational ampliĄers, DAC channels.

• Timers: General-purpose timers, PWM timers for motor control, low-power
timers.

• Communication interfaces: I2C, SPI, USART, UART, SAI, USB OTG, FDCAN,
etc.

• Digital signal processing: MDF (multifunction digital Ąlter), ADF (audio digital
Ąlter), mathematical accelerators.

Power Management and Temperature Ranges

The microcontroller is designed for power efficiency and offers various power-saving
modes. It operates in temperature ranges from -40 to +85°C (+105°C junction) and
-40 to +125°C (+130°C junction) from a 1.71 to 3.6 V power supply (supplied with
3.3 V from a Li-ion battery 3.7 V and 11520 mAh).

Package Options

The STM32U575xx microcontroller is available in eight package options, ranging
from 48 to 169 pins.

Figure 4.2: Pinout conĄguration of the STM microcontroller used in our project.
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4.2.2 Inertial module

The inertial module (LSM6DSOX) employed in our project is a crucial component
for motion tracking and fall detection featuring a 3D digital accelerometer and a
3D digital gyroscope. Below, the features and parameters used in our projectŠs
implementation of the LSM6DSOX inertial module are discussed [49].

Inertial module Features

• Power Consumption: 0.55 mA in combo high-performance mode

• Always-On Experience: Low power consumption for both accelerometer
and gyroscope

• Smart FIFO: Up to 9 kbyte data storage with compression

• Android Compliant: Meets Android OS requirements

• Full Scale Range:

Ű ±2/ ± 4/ ± 8/ ± 16 g for linear acceleration

Ű ±125/ ± 250/ ± 500/ ± 1000/ ± 2000 dps for angular rate

• Supply Voltage:

Ű Analog supply voltage: 1.71 V to 3.6 V

Ű Independent IO supply: 1.62 V

• Compact Footprint: 2.5 mm × 3 mm × 0.83 mm

• Serial Interfaces:

Ű SPI / I2C & MIPI I3CSM for main processor data synchronization

Ű Auxiliary SPI for OIS data output

• Advanced Features:

Ű Pedometer, step detector, and step counter

Ű SigniĄcant Motion Detection and Tilt detection

Ű Standard interrupts: free-fall, wakeup, 6D/4D orientation, click and
double-click

Ű Programmable Ąnite state machine for accelerometer, gyroscope, and
external sensors

Ű Machine Learning Core

Ű S4S data synchronization

• Embedded Temperature Sensor

• ECOPACK®, RoHS and ŞGreenŤ Compliant
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4.2 Hardware

Inertial module configuration

The accelerometer with 16 g and gyroscope with 2000 DPS resolution and 25 HZ
sampling frequency were used.

Figure 4.3: Pin connection of LSM6DSOX.

4.2.3 Pressure sensor

A pressure sensor (LPS25HB) was also used to monitor changes in the subjectŠs
height to study how this signal affected the fall detection algorithm and determine
whether it could improve the modelŠs accuracy in detecting falls.

Pressure sensor features

• 260 to 1260 hPa absolute pressure range

• High-resolution mode: 0.01 hPa RMS

• Low power consumption

Ű Low-resolution mode: 4 µA

Ű Low current & noise mode with FIFO: 4.5 µA

• High overpressure capability: 20x full scale

• Embedded temperature compensation

• 24-bit pressure data output

• ODR from 1 Hz to 25 Hz

• SPI and I2C interfaces

• Embedded FIFO

• Interrupt functions:

Ű Data Ready

Ű FIFO Ćags
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Chapter 4 Materials and Methods

Ű Pressure thresholds

• Supply voltage: 1.7 to 3.6 V

• High shock survivability: 10,000 g

• ECOPACK® lead-free compliant. [50]

Pressure sensor configuration

The Pressure sensor with 16 samples moving average and 25 Hz sampling frequency
was used.

Figure 4.4: LPS25HB sensor package.

4.2.4 Battery

A 3.7 V 1150 mA Li-ion battery was used to power the circuit.

Figure 4.5: Block diagram of the wireless sensor node.
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4.3 Datasets

4.3 Datasets

Three distinct sets of data were employed for the modelŠs training and testing. These
include the publicly accessible SisFall dataset, a dataset we collected ourselves under
controlled conditions, featuring additional sensor readings such as the pressure sensor
that are absent in the SisFall dataset. Lastly, we merged our dataset with the
SisFall dataset to enhance the modelŠs accuracy and it is called the combined dataset.
Further details about each of these datasets will be elaborated upon in the following
paragraph.

4.3.1 SisFall dataset

We introduce the SisFall dataset, which contains recordings of falls and everyday
activities (ADLs). The data was collected using a custom device equipped with
two types of accelerometers and a gyroscope at a sampling frequency of 200 Hz
downsampled to 25 Hz. The dataset includes a total of 19 different ADLs and 15
distinct types of falls in Table 4.2 and Table 4.1. The recordings were captured from
23 young adults, 14 older adults (aged over 62) performing 15 ADL types, and one
60-year-old participant who performed all ADLs and falls [51].

code Activity Trails Duration

F01 Fall forward while walking caused by a slip 5 15s
F02 Fall backward while walking caused by a slip 5 15s
F03 Lateral fall while walking caused by a slip 5 15s
F04 Fall forward while walking caused by a trip 5 15s
F05 Fall forward while jogging caused by a trip 5 15s
F06 Vertical fall while walking caused by fainting 5 15s
F07 Fall while walking, with use of hands on a table

to dampen fall, caused by fainting
5 15s

F08 Fall forward when trying to get up 5 15s
F09 Lateral fall when trying to get up 5 15s
F10 Fall forward when trying to sit down 5 15s
F11 Fall backward when trying to sit down 5 15s
F12 Lateral fall when trying to sit down 5 15s
F13 Fall forward while sitting, caused by fainting or

falling asleep
5 15s

F14 Fall backward while sitting, caused by fainting
or falling asleep

5 15s

F15 Lateral fall while sitting, caused by fainting or
falling asleep

5 15s

Table 4.1: Types of falls included in the SisFall dataset [51].
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code Activity Trails Duration

D01 Walking slowly 1 100s
D02 Walking quickly 1 100s
D03 Jogging slowly 1 100s
D04 Jogging quickly 1 100s
D05 Walking upstairs and downstairs slowly 5 25s
D06 Walking upstairs and downstairs quickly 5 25s
D07 Slowly sit in a half-height chair, wait a moment,

and up slowly
5 12s

D08 Quickly sit in a half-height chair, wait a moment,
and up quickly

5 12s

D09 Slowly sit in a low height chair, wait a moment,
and up slowly

5 12s

D10 Quickly sit in a low height chair, wait a moment,
and up quickly

5 12s

D11 Sitting a moment, trying to get up, and collapse
into a chair

5 12s

D12 Sitting a moment, lying slowly, wait a moment,
and sit again

5 12s

D13 Sitting a moment, lying quickly, wait a moment,
and sit again

5 12s

D14 Being on oneŠs back change to the lateral position,
wait a moment, and change to oneŠs back

5 12s

D15 Standing, slowly bending at knees, and getting
up

5 12s

D16 Standing, slowly bending without bending knees,
and getting up

5 12s

D17 Standing, get into a car, remain seated, and get
out of the car

5 25s

D18 Stumble while walking 5 12s
D19 Gently jump without falling (trying to reach a

high object)
5 12s

Table 4.2: Types of ADLs (Activity of daily life) included in the SisFall dataset [51].

Participants

This dataset was created through the collaborative effort of 38 volunteers who were
divided into two distinct categories: elderly individuals and young adults. The elderly
group comprised 15 participants, with 8 being male and 7 being female. The young
adults group consisted of 23 participants, with 11 males and 12 females. The age,
weight, and height of each group are detailed in Table 4.3.
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Sex Age Height [m] weight [kg]

Elderly
Female 62-75 1.50-1.69 50-72
male 60-71 1.63-1.71 56-102

Adult
Female 19-30 1.49-1.69 42-63
male 19-30 1.65-1.83 58-81

Table 4.3: Age, height, and weight of the participants in the SisFall dataset [51].

Experimental Set-Up

The dataset was captured using a self-developed embedded system made up of a
Kinets MKL25Z128VLK4 microcontroller (NPX, Austin, Texas, USA), an Analog
Devices ADXL345 accelerometer (conĄgured for ±16g, 13 bits of analog to digital
converter -ADC), a Freescale MMA8451Q accelerometer (for ±8g, 14 bits of ADC),
an ITG3200 gyroscope (for ±2000degree/s, 16 bits of ADC). The participantsŠ waists
were secured using the device Figure 4.6. In this area, a single accelerometer device
can distinguish between various activities with great accuracy [51].

Figure 4.6: Device used for acquisition. The self-developed embedded device included
two accelerometers and a gyroscope. It was Ąxed to the waist of the
participants [51].

75



Chapter 4 Materials and Methods

4.3.2 Self-collected dataset

We introduce a dataset containing instances of falls and everyday activities (ADLs)
that we gathered using a custom-built device. This device is equipped with one
accelerometer and gyroscope (LSM6dSOX), along with a pressure sensor (LPS25HB).
We recorded the raw sensor data at a sampling rate of 25 Hz. Additionally, we
implemented a 16-sample moving average feature within the pressure sensor to
effectively mitigate noise in the data.

The dataset includes 18 ADLs and 16 fall types performed by 17 healthy young
adults aged between 24 and 40 years and a weight between 50 and 90 kg. The data
were collected in our laboratory after the candidates had been instructed about the
protocol, and the aim of this study, and signed privacy questionnaires. The activities
selected for this dataset are based on the SisFall dataset with an additional fall type
namely Syncope (i.e. collapse or loss of consciousness [36]) as can be seen in Table
4.4 and Table 4.5. Integrating syncope detection into our fall detection system is
crucial due to its high occurrence in emergency room visits, strong links to falls, and
signiĄcant mortality rates in the elderly [52].

code Activity Trails Duration

F01 Fall forward while walking caused by a slip 4 10s
F02 Fall backward while walking caused by a slip 4 10s
F03 Lateral fall while walking caused by a slip 4 10s
F04 Fall forward while walking caused by a trip 4 10s
F05 Fall forward while jogging caused by a trip 4 10s
F06 Vertical fall while walking caused by fainting 4 10s
F07 Fall while walking, with use of hands on a table

to dampen fall, caused by fainting
4 10s

F08 Fall forward when trying to get up 4 10s
F09 Lateral fall when trying to get up 4 10s
F10 Fall forward when trying to sit down 4 10s
F11 Fall backward when trying to sit down 4 10s
F12 Lateral fall when trying to sit down 4 10s
F13 Fall forward while sitting, caused by fainting or

falling asleep
4 10s

F14 Fall backward while sitting, caused by fainting
or falling asleep

4 10s

F15 Lateral fall while sitting, caused by fainting or
falling asleep

4 10s

F16 Syncope 4 10s

Table 4.4: Types of falls included in the self-collected dataset.

76



4.3 Datasets

code Activity Trails Duration

D01 Walking slowly 4 10s
D02 Walking quickly 4 10s
D03 Jogging slowly 4 10s
D04 Jogging quickly 4 10s
D05 Walking upstairs and downstairs slowly 4 10s
D06 Walking upstairs and downstairs quickly 4 10s
D07 Slowly sit in a half-height chair, wait a moment,

and up slowly
4 10s

D08 Quickly sit in a half-height chair, wait a moment,
and up quickly

4 10s

D09 Slowly sit in a low height chair, wait a moment,
and up slowly

4 10s

D10 Quickly sit in a low height chair, wait a moment,
and up quickly

4 10s

D11 Sitting a moment, trying to get up, and collapse
into a chair

4 10s

D12 Sitting a moment, lying slowly, wait a moment,
and sit again

4 10s

D13 Sitting a moment, lying quickly, wait a moment,
and sit again

4 10s

D14 Being on oneŠs back change to the lateral position,
wait a moment, and change to oneŠs back

4 10s

D15 Standing, slowly bending at knees, and getting
up

4 10s

D16 Standing, slowly bending without bending knees,
and getting up

4 10s

D17 Stumble while walking 4 10s
D18 Gently jump without falling (trying to reach a

high object) 5 jumps
4 10s

Table 4.5: Types of ADLs (Activity of daily life) included in the self-collected dataset.
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Participants

This dataset was collected from 17 volunteers, with 14 being males and 3 females.
The age, weight, and height of each subject are detailed in Table 4.6.

SubjectID Sex Age Height [cm] weight [kg]

s01 male 27 169 50
s02 male 36 178 64
s03 male 27 175 75
s04 female 34 172 68
s05 male 31 174 65
s06 female 24 168 65
s07 female 26 170 65
s08 male 27 171 62
s09 male 30 171 64
s10 male 27 183 90
s11 male 30 176 70
s12 male 26 158 57
s13 male 29 178 74
s14 male 25 178 63.5
s15 male 24 183 75
s16 male 40 176 80
s17 male 24 177 90
Average - 28.6 173.9 69.3

Table 4.6: Age, height, and weight of the participants in the self-collected dataset.

Experimental Set-Up

The dataset was captured using a self-developed embedded system made up of a
microcontroller, and 3D accelerometer (±16g, 0.488mg/LSB, ODR26Hz), and a
gyroscope (±2000dps, 70mdps/LSB, ODR26Hz)(LSM6dSOX), Ąnally a pressure
sensor (LPS25HB) (ODR25Hz, AV GT = 16, AV GP = 32, 16-sample moving av-
erage). The participants wore the device in their right pocket without securing it.
2 trials were done with the z-axis of the sensor in the direction of movement and
2 trials were done with the z-axis in the opposite direction. Figure 4.7 shows the
device used to record the data and send it into a Matlab GUI Figure 4.8 to interpret
and save the data as CSV Ąles. STM32CubeIDE was used for the development of
the code used on our STM32 microcontroller.
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Figure 4.7: This image shows the device used to record the data and the axis of the
device.

Figure 4.8: This image shows the Matlab GUI that has been built to record and
interpret the data from the sensors.
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Prototype testing setup

All tests and data collection were done in a controlled environment at Università
Politecnica delle marche. The simulated Falls were performed on a (10 cm height -
200 cm length - 90 cm width) mattress for the subjectsŠ safety.

Figure 4.9: Figure that shows an example of a fall forward while walking caused by
a slip.

Figure 4.10: Figure that shows an example of gently jumping 5 times (try to reach
something high).
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Figure 4.11: Figure that shows an example of walking slowly.

Figure 4.12: Figure that shows an example of going up and down stairs slowly (5
steps).
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4.4 Fall detection algorithm

4.4.1 Introduction

We will dive into the data collection, window preparation, and classiĄcation process.
The Edge Impulse platform was used to develop the model due to its simplicity and
ease of use and the ability to create lightweight deep-learning models that can run
on various types of micro-controllers such as the STM microcontroller used in this
project.

4.4.2 Data preparation

As previously mentioned, two datasets were used to train and test the model and its
ability to discriminate between ADL and FALL classes, and the combination of the
two datasets namely the combined dataset. It is an important aspect to control the
window width and sampling frequency of our collected data that we will feed to the
model to match the data used in training the model to maximize the accuracy of the
model predictions.

Data preparation of SisFall dataset

The SisFall dataset contains 3D accelerometer data and 3D gyroscope data and for
improving the model and generating a new signal that is orientation independent,
the AVM (Acceleration Vector Magnitude) was calculated for each trial in the SisFall
dataset as can be seen in Figure 4.13 and Figure 4.14.

Figure 4.13: Fall sample from Sisfall dataset showing acceleration and AVM signals.
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Figure 4.14: Fall sample from Sisfall dataset showing gyroscope signal.

Since the SisFall dataset contains different time windows for each task as can be
seen in Table 4.2 and Table 4.1 which is sampled at 200 Hz, Ąrstly SisFall dataset
was downsampled to 25Hz to match our sensor conĄguration, and 12-sec window size
was set for all tasks, we removed any signal that has a length less than 5 seconds
since it doesnŠt contain important information (i.e. if a signal is 25 sec long, the
signal is divided to 3 windows 12-12-1 seconds and the 1 second left over signal is
removed).

After that set of features was calculated for each signal window that will be
explained and listed later in the Spectral Analysis paragraph. These features will be
used to train our model.

Data preparation of self-collected dataset

The same goes for the self-collected dataset, acceleration, gyroscope, AVM, and
pressure signal were collected using our self-developed sensor node with a sampling
frequency of 25 Hz and a window width of 10 seconds which is sufficient to capture
the fall event. An example of the signals collected from our sensor node and will be
used to be fed to the model can be seen in Figure 4.15, Figure 4.16, and Figure 4.17.

Figure 4.15: Fall sample from self-collected dataset showing accelerometer signal.
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Figure 4.16: Fall sample from self-collected dataset showing gyroscope signal.

Figure 4.17: Fall sample from self-collected dataset showing pressure signal.

4.4.3 Model

Data acquisition

Data were divided into training set (80%) and testing set (20%). The training
dataset was further divided into a (20%) validation set. We have made sure that
both labels are included in the training and testing sets. The total length of the data
was different for each of the 3 datasets used to train the model.

• SisFall dataset: 20h 12m 25s

• Self-collected dataset: 6h 26m 0s

• combined dataset: 26h 38m 35s
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Impulse design

As previously mentioned Edge-Impulse was used for creating our deep learning model.
For the input, a "Time series data" block was used with a 10,000 ms window size
and a 2000 ms window increase and Fs = 25 Hz. If the data window is longer than
10,000 ms a sliding window with a 2000 ms increase will be applied to cover all the
data windows. If itŠs less than 10,000 ms zero padding will be applied.

The time series data will be fed into a spectral analysis block to calculate features
from them to be fed into the model as input, this block will be explained later in
detail.

A classiĄer block will take the features generated by the spectral analysis block as
input. The output of the classiĄer is either "ADL" or "Fall" class.

Figure 4.18: This Ągure shows the Impulse design window.

Spectral Analysis

In our classiĄcation task, the raw accelerometer data collected from sensors captures
intricate movement patterns that signify either falls or routine activities. The data
encompasses information in both the time and frequency domains. By applying
spectral analysis to this dataset, our objective is to extract frequency-related features
that can aid in distinguishing between falls and Activities of Daily Living (ADLs).
This approach is particularly pertinent due to the potential distinct frequency
characteristics of certain fall-associated movement patterns compared to typical
ADLs.

Our analysis is conducted individually on each axis. We utilize Fast Fourier
transformation, speciĄcally employing 32 FFT length, for the spectral analysis.

Through this spectral analysis, we derive a set of features, for the Accx, Accy,
Accz, Gyrx, Gyry, Gyrz, and AVM axes, and for our self-collected dataset, we also
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include the pressure signal. Ultimately, we calculate a total of:

• 294 features for SisFall dataset (Since it has Acc(x,y,z), Gyr(x,y,z), AVM)

• 336 features for self-collected dataset (Since it has Acc(x,y,z), Gyr(x,y,z), AVM,
and Pressure)

• 294 features for self-collected dataset without pressure (Since it has Acc(x,y,z),
Gyr(x,y,z), AVM)

• 294 features for the combined dataset (Since it has Acc(x,y,z), Gyr(x,y,z), AVM)

Which are then utilized as input for our model. The feature selected for our task
was inspired by literature [42, 18] and we built upon them.

Num Features Num Features

1 Spectral Skewness 22 Spectral Power 4.3 - 5.08 Hz
2 Spectral Power 0.04 - 0.12 Hz 23 Spectral Power 0.51 - 0.59 Hz
3 Spectral Power 2.73 - 3.52 Hz 24 Spectral Power 1.17 - 1.95 Hz
4 Spectral Power 0.74 - 0.82 Hz 25 Spectral Power 0.27 - 0.35 Hz
5 Spectral Power 0.82 - 0.9 Hz 26 Spectral Skewness LF
6 Spectral Kurtosis LF 27 Skewness
7 Spectral Power 0.39 - 1.17 Hz 28 Spectral Power 0.9 - 0.98 Hz
8 Skewness LF 29 Spectral Power 0.43 - 0.51 Hz
9 Spectral Power 3.52 - 4.3 Hz 30 Spectral Kurtosis
10 Spectral Power 0.98 - 1.05 Hz 31 Kurtosis
11 Spectral Power 0.59 - 0.66 Hz 32 RMS
12 Spectral Power 1.95 - 2.73 Hz 33 Spectral Power 5.08 - 5.86 Hz
13 Spectral Power 0.2 - 0.27 Hz 34 Spectral Power 7.42 - 8.2 Hz
14 RMS LF 35 Spectral Power 8.2 - 8.98 Hz
15 Spectral Kurtosis LF 36 Spectral Power 5.86 - 6.64 Hz
16 Spectral Power 0.35 - 0.43 Hz 37 Spectral Power 12.11 - 12.89 Hz
17 Spectral Power 1.13 - 1.21 Hz 38 Spectral Power 10.55 - 11.33 Hz
18 Spectral Power 1.21 - 1.29 Hz 39 Spectral Power 6.64 - 7.42 Hz
19 Spectral Power 1.95 - 2.73 Hz 40 Spectral Power 8.98 - 9.77 Hz
20 Spectral Power 1.05 - 1.13 Hz 41 Spectral Power 0.66 - 0.74 Hz
21 Spectral Power 0.12 - 0.2 Hz 42 Spectral Power 9.77 - 10.55 Hz

Table 4.7: Feature Table
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Classifier

For the model architecture, we used the Feed-Forward network which has a small
memory footprint and achieved very good results for our task. Training Settings:

• Number of Training Cycles: 200

• Learning Rate: 0.0005

• Validation Set Size: 20%

The architecture of the neural network model used in this study is as shown in
Figure 4.19 for combined dataset and sisfall dataset models, while the model input
is slightly different for the self-collected dataset since it has an additional pressure
signal as in Figure 4.20.

The model architecture is a Sequential neural network designed for classiĄcation. It
comprises Dense layers with ReLU activation and dropout layers to prevent overĄtting.
The Ąnal layer is a softmax activation layer for multi-class classiĄcation. The training
uses categorical cross-entropy loss and the Adam optimizer. This architecture is
Ćexible and modular, incorporating the l1 regularization technique and dropout
layers to enhance robustness.

Figure 4.19: Model summary for sisFall and combined datasets.
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Figure 4.20: model summary for the self-collected dataset.

These hyperparameters and network architecture were employed to train and
evaluate the performance of the classiĄer in distinguishing between the speciĄed
classes. A Ćow chart can be found in Figure 4.21 that describes the whole process
from data collection until fall alert generation.
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In Figure 4.21, the Ćow chart for the fall detection system is illustrated. Initially,
sensor data is continuously collected. This data collection persists until the Ac-
celerometer Vector Magnitude (AVM) signal surpasses a predeĄned threshold of 2.5
g. At this point, the probability of a fall occurrence is identiĄed. From the moment
the signal index exceeds the threshold, data collection continues until we collect 250
samples in total. Notably, the code is designed to ensure the fall event is centered
within the recorded window. This approach aims to enhance model predictions by
aligning the window with the training data. Subsequently, the recorded window
undergoes feature extraction. These extracted features serve as inputs for the model,
which generates probabilities for both falls and activities of daily living (ADLs). If
the falling probability surpasses the ADL probability, a fall alarm is triggered.

Figure 4.21: Flow chart of the proposed fall detection algorithm.

4.5 Conclusion

In this chapter, we discussed the hardware utilized for data collection and model
execution. Subsequently, we delved into the datasets employed for training and eval-
uating our model. Lastly, we explored the modelŠs architecture and the environment
for conducting testing.
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Results and discussion

5.1 Results

5.1.1 Introduction

In this chapter, we will present the Ąndings from the training and testing of our
proposed model on various datasets, as well as the evaluation metrics.

5.1.2 Results of training and testing on SisFall dataset

The number of training data windows was 4843 with a length of 6 - 12 sec and 1211
testing data windows 10 - 12 sec. The total length of the data used for training and
testing was 20h 12m 25sec with 80%/20% split, the training set was further split
into validation set 20%. 294 features were extracted which are listed in Table 4.7.

Training accuracy was 99.7% with a loss of 0.02 on the validation set, results of
testing are reported in Table 5.1. The inference time was 25 ms, with a peak RAM
usage of 2.8 Kbyte, and Flash usage of 94.6 Kbyte.

5.1.3 Results of training on SisFall dataset and testing on self-collected

dataset

The number of training data windows was 6054 with a length of 6 - 12 sec and 2316
testing data windows 10 sec. The total length of the data used for training and
testing was 26h 38m 25sec with 80%/20% split, the training set was further split
into validation set 20%. 294 features were extracted which are listed in Table 4.7.

Training accuracy was 99.8% with a loss of 0.01 on the validation set, results of
testing are reported in Table 5.1. The inference time was 25 ms, with a peak RAM
usage of 2.8 Kbyte, and Flash usage of 94.6 Kbyte.

5.1.4 Results of training and testing on self-collected dataset

In this dataset, we have in addition to the pressure signal, a new type of fall namely
Syncope, and it was included in the training data. The number of training data
windows was 1859 with a length of 10 sec and 457 testing data windows 10 sec. The
total length of the data used for training and testing was 6h 26m with 80%/20%
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split, the training set was further split into validation set 20%. 336 features were
extracted which are listed in Table 4.7.

Training accuracy was 99.5% with a loss of 0.02 on the validation set, results of
testing are reported in Table 5.1. The inference time was 25 ms, with a peak RAM
usage of 3 Kbyte, and Flash usage of 105.1 Kbyte.

5.1.5 Results of training and testing on Combined dataset

As mentioned previously, in this dataset we combined our self-collected dataset
(without the pressure signal) with the original SisFall dataset.

The number of training data windows was 6693 with a length of 5 - 12 sec and
1679 testing data windows 7 - 12 sec. The total length of the data used for training
and testing was 26h 38m 35sec with 80%/20% split, the training set was further split
into validation set 20%. 294 features were extracted which are listed in Table 4.7.

Training accuracy was 99.9% with a loss of 0.01 on the validation set, results of
testing are reported in Table 5.1. The inference time was 25 ms, with a peak RAM
usage of 2.8 Kbyte, and Flash usage of 94.6 Kbyte.

Training data Testing data Testing Acc(%) TP(%) TN(%) FP(%) FN(%) F1_ADL F1_FALL

SisFall SisFall 99.3 99.3 99.3 0.7 0.7 0.99 0.99
SisFall self-collected (without pressure) 94.86 97.3 99.9 2.3 6.7 0.95 0.95
self-collected (with pressure) self-collected (with pressure) 99.12 99.1 99.2 0.9 0.4 0.99 0.99
self-collected (without pressure) self-collected (without pressure) 98.05 98.1 98.0 1.9 2.0 0.98 0.98
Combined dataset Combined dataset 99.38 98.5 99.8 1.3 0.2 1 0.99

Table 5.1: Results table (red row is the best dataset)

Figure 5.1: Confusion matrix of "Combined dataset" testing.

5.1.6 Conclusion

Testing various datasets, each with its unique characteristics. Here are the key
Ąndings and conclusions drawn from our analysis:

1. SisFall Dataset: When training and testing on the SisFall dataset, our model
achieved high accuracy, with a testing accuracy of 99.3%. This dataset provided
an excellent baseline for evaluating fall detection capabilities.

2. Self-Collected Dataset: When we tested our model which was trained with
the SisFall dataset on our self-collected dataset, excluding the pressure signal,
it still demonstrated good performance with a slightly lower testing accuracy
of 94.86%. Moreover, it showed slightly higher false negative/positive rates,
indicating some room for improvement.
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3. Self-Collected Dataset with Pressure Signal: The inclusion of the pressure
signal in the self-collected dataset resulted in slightly higher accuracy and lower
false positive/negative rate when compared with the self-collected dataset which
was trained without the use of the pressure data, achieving a testing accuracy
of 99.12% with the dataset which included the pressure signal.

4. Combined Dataset: The most promising results were obtained when com-
bining our self-collected dataset (without pressure) with the original SisFall
dataset. This combined dataset achieved the highest testing accuracy of 99.38%
and exhibited the lowest false negative rate, making it the most effective dataset
for fall detection.

5.2 Discussion

Our FFNN architecture stands in contrast to the recurrent architectures employed in
the literature. Musci et al. (2021) [39] utilized Long Short-Term Memory Networks
(LSTM), a type of recurrent neural network (RNN) well-suited for sequential data
due to their ability to capture long-term dependencies. Shahzad et al. (2019) [36]
leveraged Multiple Kernel Learning-Support Vector Machine (MKL-SVM), combining
the power of kernel methods with the robustness of SVM. Luna-Perejón et al. (2019)
[16] opted for Gated Recurrent Units (GRU), a variant of LSTM known for its
computational efficiency.

In contrast, our FFNN model adopts a simple and efficient architecture without
recurrent connections. The absence of recurrent loops renders our model computation-
ally lightweight, enabling faster execution on resource-constrained microcontrollers.
This architectural simplicity ensures faster inference times, making it well-suited for
real-time applications where prompt detection of falls is crucial.

Our feature extraction strategy uses spectral analysis, capturing complex frequency
patterns within accelerometer and gyroscope data, tHis approach inherently caters
to the diverse and subtle movement patterns associated with falls, enhancing the
modelŠs discriminatory power. In contrast, Musci et al. (2021) [39] and Luna-Perejón
et al. (2019) [16] primarily relied on raw sensor data, leveraging the temporal
patterns learned by LSTM and GRU networks. Shahzad et al. (2019) [36] used a
combination of threshold-based methods and pattern recognition techniques, focusing
on accelerometer data.

A pivotal distinction lies in the implementation platform. Musci et al. (2021) [39],
Shahzad et al. (2019) [36], and Luna-Perejón et al. (2019) [16] adapted their models
for execution on microcontrollers, aligning with the embedded system paradigm.
However, their models use recurrent architectures, which inherently demand more
computational resources due to the recurrent connections.

In contrast, our FFNN model does not use recurrent loops, which minimizes
computational power usage. This inherent efficiency facilitates swift execution
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on microcontrollers, ensuring real-time fall detection. The absence of recurrent
connections reduces memory requirements, enabling seamless integration into resource-
constrained environments.

When examining performance metrics, our FFNN model emerges as the best model.
It achieves a high testing accuracy of 99.38%. Musci et al. (2021) [39] reported an
accuracy of 93.52%, Shahzad et al. (2019) [36] achieved 97.81%, and Luna-Perejón
et al. (2019) [16] reached 96.7%. Our modelŠs superiority in accuracy underscores its
efficacy in precisely distinguishing falls from non-fall activities.

Moreover, our model showcases high sensitivity (99.79%) and speciĄcity (98.62%),
outperforming existing approaches. The high sensitivity emphasizes our modelŠs
proĄciency in correctly identifying fall instances, crucial for timely intervention.
Simultaneously, the impressive speciĄcity underscores its accuracy in discerning
non-fall scenarios, mitigating false alarms, and Ąnally, comparing our model inference
time of 25 ms with Luna-Perejón et al. (2019) [16] which is 34 ms.

Regarding the dataset selection Musci et al. (2021) [39] used the SisFall dataset
which was further annotated, while Luna-Perejón et al. (2019) [16] collected their
own dataset, for our study we used the SisFall dataset in combination with the
Self-collected dataset with further adjustments where we calculated AVM for the
whole dataset which improved model performance and also the target age group
which can use our fall detection system as can be seen in Tabels 5.2 and 5.1.

In our study, there are notable limitations that deserve attention. Firstly, the
process of protocol recording proved to be time-consuming, and participants often
exhibited signs of fatigue afterward. This fatigue could potentially have inĆuenced
their falls, leading to discrepancies in the data collected. Such exhaustion might
impact the authenticity of the falls simulated during the recording sessions.

Furthermore, our dataset labeled Šself-collected with pressureŠ was restricted to a
younger demographic, lacking representation from elderly subjects. As predicting falls
among the elderly is a crucial aspect of our research, the absence of this demographic
in the Šself-collected with pressureŠ dataset posed a signiĄcant limitation. To address
this limitation, we made the decision to exclude the pressure signal and integrate
the available data with the extensive SisFall dataset, which includes a substantial
number of falls from elderly participants. This integration resulted in the creation
of our Šcombined datasetŠ which can be used with a larger scale of age groups (i.e.
elderly and young).

These limitations underscore the challenges faced during the data collection process
and highlight the necessity for careful consideration when interpreting our results.
While our approach mitigated some of these limitations, it is important for future
studies to explore methods for minimizing participant fatigue during protocol record-
ing and to ensure a more comprehensive representation of age groups in the datasets,
particularly when studying fall detection among the elderly population.
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Study Model MCU Imple-

mentation

Testing Acc(%) TP(%) TN(%) FP(%) FN(%) F1_ADL F1_FALL Sensitivity (%) SpeciĄcity (%) Precision (%) Inference time(ms)

Our approach FFNN Yes 99.38 98.5 99.8 1.3 0.2 1 0.99 99.79 98.62 98.69 25

Musci M et al.(2021) LSTM Yes 93.52 / / / / / / 90.43 96.6 / /

shahzad A et al.(2019) MKL-SVM Yes (smart
phone)

97.81 / / / / / / 99.52 95.19 / /

Luna-Perejón F et al.(2019) GRU Yes 96.7 / / / / / / 87.5 96.8 68.1 34

Table 5.2: comparison between our best model and the literature.
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Conclusion

In conclusion, our study delved into the evaluation of a fall detection system, em-
phasizing the signiĄcance of a simple yet effective model architecture suitable for
embedded controllers. We carefully designed our model using dense layers with a
small memory footprint, ensuring its feasibility for real-world applications. The
choice of a sampling frequency at 25 Hz allowed for low-power data collection while
maintaining accurate fall detection capabilities.

Our research stands out in the landscape of fall detection studies for several
reasons. Comparing our Ąndings with the existing literature, our model, despite its
simplicity, demonstrated exceptional accuracy and robustness with fast inference
time. In the realm of fall detection, where complex approaches are prevalent, our
results underscore the effectiveness of streamlined architectures, especially in resource-
constrained environments.

One of the unique contributions of our work lies in the expansion and integration
of datasets. By adding a new type of fall to the self-collected dataset, Syncope,
calculating AVM for all datasets, and integrating the self-collected dataset with the
SisFall dataset which increased the target age groups that can use our fall detection
system, our combined dataset emerged as a powerhouse for training our fall detection
model. The incorporation of diverse fall types, including the introduction of the new
fall Syncope, in our combined dataset expanded the scope of fall patterns studied.
This diversity played a pivotal role in enhancing the adaptability and versatility of
our trained model. By training on this enriched dataset, our model became more
proĄcient in recognizing a wide range of fall scenarios, making it highly versatile and
capable of handling different real-world fall situations effectively.

Furthermore, our study shed light on the pivotal role of pressure data in enhancing
fall detection accuracy. The inclusion of pressure signals led to a small improvement
in the model accuracy, highlighting the importance of multifaceted data inputs. This
Ąnding resonates with recent research emphasizing the signiĄcance of incorporating
diverse sensor modalities for comprehensive fall detection systems [42].

Looking forward, our work paves the way for future endeavors in the realm of fall
detection. The limitations of existing datasets, especially concerning the involvement
of elderly subjects, pose challenges that need to be addressed collectively by the
research community. Exploring a wider array of sampling frequencies and time
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Chapter 6 Conclusion

windows remains a promising avenue for Ąne-tuning fall detection models.
The deployment of our proposed device holds the potential to signiĄcantly enhance

the safety and well-being of individuals at risk of falling, thereby making a substantial
impact on public health.
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